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ABSTRACT

In this paper proposed a new healthcare image watermarking scheme based on human visual model
and back-propagation network technique. The human visual model which is characterized by properties
like luminance, frequency, and texture sensitivities was utilized to generate the suitable strength of an
embedded watermark. In addition, the back-propagation network technique was employed to obtain the
local characteristic of an image. Experimental results showed that the embedded watermark proposed
healthcare image that could survive several kinds of image-processing attacks and the JPEG lossy
compression. The proposed image watermarking scheme can be used on the Internet to reduce difficulties
that medical personnel may encounter.

Keywords: Healthcare image, back-propagation network, digital watermarking, human visual model, image
protection.
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I. INTRODUCTION

An increasing number of hospital institutions
are now using information technology to improve
work efficiency, a result of the changing healthcare
needs and rapid development of information
technology. Through the development and
management of health information, we can better
safe-keep public health and create new healthcare
opportunities.

With the advancement of digital imaging in
recent years, MRI, CT, and digital angiography
have become new favorites in medical care
practices. The imaging technology can not provide
fast and accurate examination results, but it can
assist surgeons in the precise positioning of surgery
sites, avoiding unnecessary harms to healthy tissues
and evaluating post-operative results. With no doubt,
medical imaging equipment has taken on a crucial
role in diagnosis and treatment of diseases. The
image guidance system will surely bring a new
wave of change in clinical practices [1].

In 2006, Lu [2] proposed a dynamic workflow
Management system in biomedical research. The
convergence of life sciences, healthcare, and
information technology has been is required to
create revolutionary discovery of new treatments
and the practice of medicine. Thus, clinical
records of patients contain may many categories
and huge amount of data. Medical institutes only
keep a part of unusual or important records. When
litigation occurs, the records may turn out to be
insufficient. Therefore, digitalization is now
becoming popular, and information security is now
given a more serious concern.

One method of embedding a watermark
enduringly is the  imperceptible  digital
watermarking method. By carrying some
information about the ownership and identification
of the intellectual property, the continuation of the
watermark is almost imperceptible by human visual
system (HVS). Information related with all
intellectual possessions on documents available or
disseminated on network surroundings have to be
protected alongside piracy and malevolent
manipulation. Even though encryption technique is
possible to provide protected deliverance of
precious information by deterring counterfeiters
from hijacking the copyrighted information, it fails
to organize the sharing of the prohibited copies of
the unique work after decryption by the certified
recipients. Imperceptible digital watermarking
schemes could be applied to confirm the image
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legality and proposition of the sharing of its
acceptable copies.

Digital watermarking technique has four main
applications, including copyright protection, traitor
tracking, copy protection, and image authentication
[3-8]. Even though there are noticeable differences

between usages and applications, a good
watermarking technique must possess some
common characteristics such as robustness,

imperceptibility, security, and reliability.

The watermarking techniques proposed in the
literature fall in two categories: spatial-domain
methods and transform-domain methods. The
spatial-domain technique processes the location and
luminance of the image pixel directly. The simplest
method is the least-significant-bit (LSB)
substitution method which replaces the low-order
bits of pixels of the cover image with the watermark
bits.

In 2000, Lee and Chen [8] proposed a k-bits
(k=3) LSB-based data hiding scheme, which
computes the difference of contiguous pixels to
obtain the hiding capacity of each pixel. In 2000,
Wu and Tsai [9] utilized the image difference of
pixel values to embed converted data into a
grayscale wrap image. In 2001, Chang and Hwang
[10] used the human visual system (HVS) and the
active LSB to perform data hiding. In 2001, Wang
et al. [11] proposed an LSB-based image hiding
method that uses the hereditary algorithm to
discover the most favorable bisection function
solution for k-bits LSB substitution. In 2003, Chang
et al. [12] used a dynamic programming approach
to find an optimal LSB data hiding method. In
general, these methods in the spatial domain can
offer high hiding-capacity and keep image quality.

Transform-domain methods [4, 7, 13-20]
modulate the transformed coefficients of the host
image with the watermark information. The
watermark is hidden in the low-frequency or
middle-frequency coefficients of the protected
image because the high-frequency coefficients are
more likely to be suppressed by compression.
Therefore, how to select the best frequency portions
of an image to hide watermark is very important. In
general, compared with spatial-domain methods,
transform-domain methods have several advantages.
First, they are more robust than the spatial-domain
methods for attackers to extract and alter the
watermark since the watermark is irregularly
distributed all over the host image. Second,
everyone can select certain bands that possess
perceptually significant features to embed a
watermark. Third, by modifying transform-domain



coefficients, the visual artifacts of the watermarked
image can be reduced even though the watermark is
introduced into the selected coefficients.

In 1995, Zhao and Koch [13] proposed a
watermarking scheme based on discrete cosine
transform (DCT). In their approach, an image is
segmented into 8 by 8 blocks first, and then each
block is transformed into 64 DCT coefficients. In
the 64 DCT coefficients, three coefficients are
selected from a predefined set of eight coefficients
to cover the low-frequency and medium-frequency
bands of the image block. In general, high
frequency coefficients will be truncated and low
frequency coefficients can survive after image
compressing. Hence, altering only the Ilow
frequency components will make the watermark
more resilient to attacks. However, as only 3/64 of
the coefficients are used to embed the watermark,
the amount of watermark information that can be
embedded is limited.

In 1997, Cox et al. [4] proposed a famous
spread-spectrum watermarking scheme. They used
a spread-spectrum-like method to insert watermark
into the perceptually most significant spectral
components of an image. The watermark is a
sequence of real numbers X = {xy, ... , X,} with a
normal distribution N(0, 1) that has zero mean and a
variance of one. The watermark X is inserted into
the original image V={vi, ..., v4} to produce the
watermarked image V’. The embedding process of
watermark can be described as one of the following
equations:

v;:vi+axl., D
v; =v,(1+ax,), 2)
v =V, +e™%, (3)

where v, refers to the selected DCT coefficient of

image V, and ¢ is the strength weight of the
watermark X. The Eq. (1) may not be suitable when

v, varies violently. The other two equations, Eq. (2)

and Eq. (3), are more adaptive to the variation of
v;. However, how to select the strength weight o

had not been discussed and the length n of the
watermark is static in Cox et al.’s scheme. Applying
the knowledge of human visual model to the
watermarking schemes, Cox et al.’s scheme can be
improved by introducing the adaptive strength value

o, for different spectrum component v;s. It means

that the strength weight o can be adjusted by using
the human visual model to determine the bound of
watermark strength. This allows us to provide the
maximum strength watermark on the considerations
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of imperceptibility and robustness.

In 1999, Hsu and Wu [14] proposed another
block-wise DCT-based watermarking scheme which
uses a recognizable binary pattern to be the
watermark. The watermark is permutated first, and
then shuffled into every image block according to
the variances of the image blocks. However, as only
a single bit of the coefficients is used to embed the
watermark, the amount of watermark information
that can be embedded is also limited.

In 2002, Chang et al. [17] proposed a
Fuzzy-ART based digital watermarking scheme to
improve the robustness of Hsu and Wu method [14].
Chang et al. applied fuzzy technology on
watermarking, Mei [20] proposed decision of image
watermarking strength. He applied artificial
neural-networks technology on watermarking in
different blocks to adjust each embedded volume,
and this created a solution watermarking for
robustness. However, the human  visual
characteristics such as texture, brightness, and
others have not been explored in the methods used
by Chang et al. [17] and Mei [20].

In this paper, a block-wise DCT domain
watermarking scheme is proposed. In the proposed
approach, we use the human visual model and
back-propagation network adaptive resonance
theory (BPN-ART) to train each host image
independently and to identify good-locations for
watermark insertion according to the user-specified
parameters. This provides a suitable power subject
to the imperceptibility constraint. Thus, the
clustering result would be very different from
image to image, which leads to a diversity of
embedding strengths. Therefore, the attackers
cannot counterfeit watermark by simply replacing a
similar block from a watermarked image [20]. A
formal analysis of the proposed watermarking
scheme resistance against the counterfeiting attack
is provided at the end of this paper.

The rest of this paper is organized as follows.
Section II describes the proposed watermarking
scheme. Several experiments are drawn in Section
IIT to demonstrate the superior robustness of the
proposed watermarking scheme against common
image processing attacks. A formal robustness
analysis against counterfeiting attacks is also given.
Section IV concludes this paper.

II. The Proposed Watermarking
Scheme

In the section, we propose a back-propagation
network algorithm and DCT-based adaptive digital
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watermarking scheme. The human visual model and
BPN-ART algorithm wused in the proposed
watermarking scheme are first introduced.

2.1 Resolving the Human Visual Model

The human visual model used by the proposed
scheme is characterized by three properties:
luminance, frequency, and texture sensitivities. The
sensitivity of the human visual model and
membership  function mapping input/output
variables to HVS set are shown in Table 1 and Fig.
1, respectively.

ux) A u A
® “dark” “bright” » “smooth”  “rough”
0 >X 0 >y
(a)Luminance sensitivity (b)Texture sensitivity
M(Z) p “low “high” M(S) “very f|m]]” “very ‘Iargc“
1
0 X’ z
(c)Frequency sensitivity

(d)Inferred value

Fig. 1. The membership function mapping input/output
variables to HVS set.

Table 1. Sensitivity of the human visual model.

Sensitivity Minimum Maximum
) highest lowest | lowest highest
Luminance ] .
bright bright dark dark
Frequency supreme | second | median lowest
Contrast highest second low lowest

All the DC components of DCT blocks of an
image are used as the luminance sensitivity. The
JPEG quantization table is used as the frequency
sensitivity. The DCT coefficients are then quantized
by using the frequency sensitivity, and the number
of non-zero coefficients serves as the texture
sensitivity. Detailed description of the adopted
human visual model is stated below.

(1). The luminance sensitivity: The luminance
sensitivity Ly is estimated by the following
equation:

, 4)
Xpe
where Xpc, k denotes the DC coefficient of the
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kq block, and X pe 18 the mean value of all

blocks’ DC coefficients.

(2). The frequency sensitivity: The JPEG
quantization table Q(x, y) is used as the
frequency sensitivity, which is shown in Fig. 2.

812202631 g
10 132930 28
12 20 29 35 28
11 1526444031
111928 34555239
12 18 28 32 40 52 57 46
25323944 52616051
36 46 48 49 56 50 52 50

Fig. 2. The frequency sensitivity.
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(3). The contrast sensitivity: The pixel in the image
block, minimum difference of largest and gray
steps value of gray steps value, The contrast
sensitivity can be described in the following
equation:

Contrast = max(z;) — min(z;),

fori,j= {0,1,2,3} (5)
2.2 The Back-Propagation Network
Algorithm

The topological structure of the neural network
architecture and the flowchart of back-propagation
network algorithm are shown in Fig. 3 and Fig. 4,
respectively.

Input layer Hiding layer Output layer

KL
GNP

. 2<%
EXN\ =~ 7

update weight

Fig. 3. Topological structure of the neural network
architecture.

In order to solve the problem that the
watermark or the information floats to hide quantity
in the adaptability of the systematic way of human
vision, the interface of intelligence based on BPN



relation, this chapter puts forward the following

basic rule inference knowledge:

(1). If the image is highest dark, highest smooth, and
lowest, it is too little to hide the quantity of
entering information.

(2). If the image is highest dark, highest smooth,
and median, it is slightly little to hide the
quantity of entering information.

(3). If the image is highest dark, median smooth,
and lowest, it is slightly little to hide the
quantity of entering information.

(4). If the image is highest dark, median rough and
median, it is little to hide the quantity of
entering information.

(5). If the image is lowest bright, lowest rough and
second, it is little to hide the quantity of
entering information.

(6). If the image is lowest dark, highest rough and
second, it is slightly large to hide the quantity of
entering information.

(7). If the image is lowest bright, highest rough and
second, the quantity of entering is information
message slightly little to hide.

(8). If the image is lowest bright, highest rough, and
supreme, it is slightly large to hide the quantity
of entering information.

(9).If the image is highest bright, rough and
supreme, it is slightly large to hide the quantity
of entering information.

(10). If the image is highest bright, highest rough,
and supreme, it is extremely large to hide the
quantity of entering information.

In the neural inference system, the systematic
knowledge of human vision on the foundation can

Original image input

. ¥
Learning Remrn

phase 1. Block segmentation. phase
2. DCT transformation
3. Sensitivity mapping

¥ Y
Use the back- Assign the weight

»  propagation network r »  value to each input
to train image sample coefficient

No Y

If the degree attain

nality acceptable?
the standard? Quality acceptable

No

Revise

Fig. 4. The flowchart of the back-propagation network
processes.
treatment course of the neural inference system.

Yes

Produce the
weight value
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The topological structure of the neural network
architecture is composed of three layers. [21,22]
The first layer is to present the input variables of
network. The processing units depend on problems.
Each human visual feature vector has twelve
elements to be the input variables in this study. The
neurons in this layer use a linear transform function.
The second layer, which is a hiding layer, serves to
explain the interactions among input variables.
There is no optimal method to decide the numbers
of processing units of the hiding layer. The neurons
in the hiding layer use a non-linear transform
function. The value of the hiding layer in the study
equals to 1 and the number of processing units is 15.
The third layer is the output level that presents
output variables of this network. The number of
processing units of this layer also depends on
problems. There are three kinds of human visual
characteristics so that the output variable is 4. The
neurons in the output layer also use a non-linear
transform function. The neural network system can
be designed according to the human visual
characteristics for each of the watermark element.

2.3. The Proposed Watermark Embedding
Process

Normally, a reasonable transaction is to embed
the watermark in the middle-frequency band of
images [18]. Hence, the proposed watermarking
scheme only embeds the watermark information
into the coefficients selected from the
middle-frequency band (shown as Fig. 5) according
to the cluster features. The adaptive watermark
embedding process is illustrated in Fig. 6. The
detailed steps of the proposed watermark
embedding process are described as follows.

i
4 13 16 26 /9/ 42
/g/ 2| 17| 2 /0/ 4 | @

_/111824/31/404453

/32/ 39 45 52 54
22 /{ 38 46 51 & 60

1 5 14 15 27

Low
frequency
band

Middle _
frequency /34/ 37 | 47 | 50 | 56 5}) High
hand frequency

36 48 49 57 58

62 kband

Fig. 5. Definition of the middle-frequency band.
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Original
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DCT
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Mid-frequency

selsct Encryption

BPN
Tarining

BPN
Weight

Watermark
Image

Digital
Watermarked

Fig. 6. The watermark embedding process.

Divide the host image into non-overlapping 8x8
blocks ( B, ) and transform each block to

frequency coefficient by the DCT technique
(U, ). The 8x8 blocks and transformation can be

described in the following equation:

k
B=Y B =8| |-|B," (6)
i=1
U =DCT(B) =DCT(B,))|DCT(B,)|...|DCT(B,) -
=U, |, |--v. )

Convert each DCT block (U,;) to the 1%64
array according to a raster scan. Each DCT
block (U, ) expands each array to an array (U,;)
of dimension 1x128 with the element values
lying between 0 and 1 to form the input training
patterns for the BPN operation. The U, and

U, can be described in the following
equation:

U, =U, |l ..U (®)
Uy = (1,1) = (1 iy seees Mgy s Ty Ty gy ) (9)
where 1<i<k and n,=1-n, , for
k=12,..,64.

The back-propagation network algorithm (BPN)
weight «; can be described in the following
equation:

ap =a(B;)=BPN(L;,0;.C,), (10)
Input all input arrays to the back-propagation
network for classification. The
back-propagation network algorithm function
produces two outputs: a weight matrix (W)

and a codebook (C,). The (W, ,C,) can be

described in the following equation:
W,.Cy)=BPNU,,az, B 1), (11)

where o is the choice BPN parameter, [ is the
BPN learning rate, and g is the BPN vigilance
parameter.

Input vector U to normalize { The ¢ is

constant and greater than zero that |U | =¢ for

any input vectors. Select 64x ¢ DCT
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(6).

7).

(3).

coefficients from each candidate block 7i,
where ¢ . is the fraction of selected blocks.

The selected coefficients form a decreased
macro block D whose size is the same as that of
encrypted watermark block, which can be
described in the following equation:

D = Decreased(T) = D(T;)[D(T,)|...| D(T;)

= D/|D, .| D - (12)
The embedding process can be modeled
mathematically that localized gain factor an
adjust the block DCT to coefficients sensitivity
D" and U" instead of modifying the selected

coefficients with a uniform gain factor globally.

This can be described in the following
equatlon:
U =KI,W), (13)
D" =KU,W)

= K, (D, )|K (R, ). K, (R, W7,)

= o} |pS ]|y 5 (14)
D; (k,l) =D, (k,1)+ a(i)| D, (k,1)| (15)
where K is the encryption key, [ is the

original image, W is the watermark information,
D, (k,1) is the DCT coefficients value at match

(k,l) of the decreased macro block D,, and

a.

decreased block D, .

Enhancement of the pixels is accompanied by
diffusing of the background pixels in the
recovery process. The convergence of each
DCT coefficient within each compact image
block is computed by using a two-dimensional
(2-D) pattern mask (C;) . The polarization

is the embedding strength gain factor in the

C, can be described in  the following equation:
c,=cpcm|- (16)
L ifD (kD) > B, (17)
0,
where f, is the average value of selected
frequency coefficients .

otherwise

Ci(kal): {

Modify frequency coefficients D, then match

them into U to obtain U'. The U" can be
described in the following equation:

U =pnu,,
=p;|D3]... HU{" s |- Jui (18)
where U, is DCT coefficients that aren’t



chosen for modulation.
(9). Perform an inverse block DCT (IDCT) to
obtain the watermarked image, i.e.,

B =IDCT(B"), (19)

2.4 The Proposed Watermark Extraction
Process

The watermark extraction process requires the
original image. The adaptive watermark extraction
process is illustrated in Fig. 7 and described as
follows:

DCT
Cluster

Original
Image

Decreased Polarization

D Cc*

—+ Image U —* Decryption

[

Exteacted
Watermark

Mid-frequency
selset

BPN
Weight

Watermarked

Decreased
Image *

Image U* —> D

Fig. 7. The watermark extraction process.

(1). Partition the original image and the assumed
image into non-overlapping 8x8 blocks and
transform each block to frequency coefficients
by the DCT technique. The 8x8 blocks and the
transformation done can be described as the

following equation:
k

B=35 =5 1B || 1B - (20)
8- 3 B -5 |2 |3 - 21
U= ]l)i(éT(B) ,

= DCT(B,)|DCT(B,)|...|DCT (B;)

=U,|Us]--|Us (22)
U =DCT(B)

= DCT(B))|DCT(B ). [DCT ()

~u; sl | (23)
where B; is the host image with
non-overlapping 8x8 blocks, B, is the
corrupted watermarked image with
non-overlapping 8x8 blocks, U, is the host

image transformed in each block to frequency
coefficient by the DCT technique, and U; is

the corrupted watermarked image transformed
in each block to frequency coefficient by the
DCT technique.

157

P IEE Rz % B-9 SEILIL
JOURNAL OF C.C.I.T., VOL.37, NO.1, NOV., 2008

(2). Expand each array to an array of dimension
1x128. The  back-propagation  network
algorithm weight ¢, with the element values

can be described as Eq .(9) and Eq .(10)

(3). Extract the candidate blocks according to the
location map of the selected blocks from the
compact macro blocks, i.e.,

D = Decreased (T) (24)

D' = Decreased(T") (25)

where T is the extracted host image, and from
it, the decreased macro blocks (D) are formed.

T' is the extracted corrupted watermarked, and
from it, the decreased macro blocks (D') are

formed.

(4). Produce the polarization pattern mask by
subtracting the original compact image from the
assumed compact image. Eq. (26) container is
used to explain the proposed polarization
pattern mask:

¢ (k,l):{(l)’ if D, (k,l) = D,(k,1)>0 (26)
(5). Extract the watermark by simple logical XOR
(Exclusive-OR) operation. The simple logical
XOR can be described as the following
equation:
W' =XOR (C,C)). (27)
(6).Use the secret key to recover the watermark,
1e.,
W = Decrypt(W ,K) (28)
Generally, the visual quality of the embedded
image can be measured by using the peak signal to
noise ratio (PSNR) which is defined as:

2
255 4p),
MSE
where MSE is the mean square error between the
original image X and the target image X’ and this

error is defined as:

otherwise

PSNR =10xlog,, (29)

1 ¥ 5
MSE = — X, - X/ 30

M ;( 1 1) 2 ( )
where M denotes the number of pixels in each
image.[23]

III. THE EXPERIMENTAL
RESULTS

To evaluate the performance of the proposed
watermarking scheme, the proposed watermarking
scheme was tested in four medical images of
512x512 sizes with difference texture complexity to
be the original images (shown as Fig. 8.). The
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medical images were applied through DICOM
outcome. The source was provided by Dr. Chen,
Zong-Zhe, Department of Medical Imaging
Technology, Shu Zen College of Medicine and
Management. A binary random sequence generated
by MATLAB 7.0. The was binary image (“CCIT”
and “f[1” ) was taken as the watermark and was
embedded it in the original healthcare color image
shown in Fig. 8. The test healthcare images were
estimated by the human visual model and the
extracted features are clustered by the
back-propagation network algorithm described in
Section 2. The watermarked image was attacked by
various image-processing operations including
cropping, compression, Gaussian noise adding,
scale, and sharpening. The performances of the
proposed watermarking scheme were also
compared with Cox et al.’s scheme [4]. Besides
offering the assessment value using PSNR to do the
image [23] this paper offers NC value to ensure that
several watermarks coming in are getting stronger.
The details of the experiments are described in the
following subsections:

3.1 Cropping Attack

Cropping is the easiest operation among
popular image manipulations. In this paper, each
watermarked image is subjected to a wide range of
cropping ratios. Fig. 9 is an example of the cropped
image. The experimental results are shown in Table
2. It has been found that the watermark can survive
large cropping ratio in all seven types (left 1/2, right
1/2, upper 1/2, lower 1/2, center part with 1/16,
center part with 1/8, and center part with 1/4) of test
images. This can be explained by the fact that the
selected blocks are distributed all over the image
and the cropped area may contain only a fraction of
embedded information. The risk of losing large
amount of information may happen only if the
selected blocks are concentrated in some areas of
the watermarked image.

3.2 Compression Attack

Being the most classical and ubiquitous image
processing attack, JPEG compression with various
compression ratios is applied to the watermarked
images. Fig. 10 shows a JPEG-compressed image.
The experimental results are shown in Fig. 11. The
superior performance is due to the appropriate
choice of watermark insertion regions coupled with
the adaptive embedding strength.

3.3 Additive Guassian Noise Attack
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In this set of tests, Guassian noise of different
energy levels is applied to the watermarked images,
\"5 g Tiewer - (0] E@ [: Tmage View 0001 D1 EE‘

(— L
- 2
\

il Tmage

zzzzzz

(b)The original Image(2)

ToE| [Fenc e 0]
e

— L |
BEE

(a)The original Image(1)

]
|

sssss

©The original Image(3)  (d)The original Image(2)

The watermark is
[3 CC CIT”

Fig. 8. The experimental original healthcare X-ray
images using DICOM and watermarking.

The watermark is
113 C‘ bRl

so as to test the robustness against additive
Gaussian noise attacks. The watermarked images
are added in 0%, 5%, 10%, 15% and 20% Gaussian
noise. Fig. 10 shows a Gaussian-noise added image.
The experimental results are shown in Table 3.

3.4 Additive Guassian Noise Attack

In this set of tests, Guassian noise of different
energy levels is applied to the watermarked images,
so as to test the robustness against additive
Gaussian noise attacks. The watermarked images
are added in 0%, 5%, 10%, 15% and 20% Gaussian
noise. Fig. 10 shows a Gaussian-noise added image.
The experimental results are shown in Table 3.

3.5 Sharpening and scale Attack

The watermarked image is sharpened for the
4th and scale attack. The watermark is then
extracted from the corrupted image. Fig. 10 shows a
sharpened image. The experimental results are
shown in Table 4. It is clear that the detection
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response of the proposed scheme outperforms Cox PSNR 20.04 17.83 18.05 19.44
et al.’s scheme [4]. (Cox) ) ) ) )
(PBS}I,\II\% 24.78 22.23 20.65 22.77
Crop Medical Medical Medical Medical
ping | image(l) | image(2) | image(3) | image(4) NC 0.736 0742 0.689 0.751
— (BPN)
Left |
172 Extracted H
watermark E ! 5'
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1
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Ui)/%er (BPN) 42.36 35.25 30.12
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(BPN) 0.922 0.8371 0.773
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12 watermark . . ‘ .l.. % i .
L_‘j.‘ L‘:& pi
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part o Image(2) |Center part 1/16 18 Center part 1/4
with y
1116 ’ PSNR 39.21 31.56 25.97
(Cox)
PSNR
Center 43.41 36.19 29.96
part : (BPN)
with i NC
1/8 / (BPN) 0.949 0.886 0.803
Center Extracted
pz.lrt watermark
with X
1/16
. . . . Medical Medical Medical Medical
Fig. 9. Illustration of cropping the attacked images. image(1) image(2) image(3) image(4)
JPEG
compr
Table 2. The PSNR and NC values of the extracted essed
watermark by cropping the boarder of the
watermarked images in different shape
proportions. Scale
Image(1) | Left1/2 | Right 1/2 | Upper 1/2 | Lower 1/2
PSNR Gaussi
(Cox) 19.39 17.25 18.43 16.87 an
pSNR noise
dded
(BPN) 24.03 21.53 22.93 21.07 adde
NC
0.729 0.703 0.727 0.693 Sharpe
(BPN) ned
4th
Extracted 5
watermark !
. : Fig. 10. Illustration of the attacked images: JPEG
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sharpened.
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Table 3. The PSNR and NC values of the extracted
watermark by adding the Gaussian-noise to
the watermarked images.

Imégc"l(gﬁ 0% 5% 10% 15% | 20%
PSNR 46.831 43.62 41.738 38.044 353
(Cox)

PSNR
(BPN) 55.92 51.27 46.715 41.48 40.65

Extracted 5 ::,

watermark b

lmégcel(;)+ 0% 5% 10% 15% | 20%
PSNR 44978 41.202 39.37 37.304 33.851
(Cox)

PSNR
(BPN) 53.97 50.251 47.752 43.428 39.126
Extracted Sk
watermark L
JPEG compression
PSNR
60 ,
—— Chang etal’ s scheme
40 Coxetal' sscheme [
—&— The proppsed scheme
20 F
0
1 2 3 4 5 6 7 8 9 10
factor

Fig. 11. Detection responses of the JPEG compression
attack.

Table 4. The PSNR and NC values of the extracted
watermark by scaling and sharpening of the
watermarked images.

Scaling Sharpening
PSNR PSNR
(Cox) 24.940 (Cox) 23.634
Image( | PSNR 29.43 Imag| PSNR 27.85
3+ [(BPN) e(3)+ | (BPN)
Iln kL) I[u
F NC ﬁ?} 1 Ne
(BPN) M (NNS)
PSNR PSNR
(Cox) 27.40 (Cox) 25.05
PSNR Imag| PSNR
Image
4)+§c( (BPN) 31.47 e(4y+| (BPN) 30.952
” "CClI
CIT ”
NC T NC
(BPN) (BPN)
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IV. CONCLUSIONS

With an aging population and changes in the
health insurance system, countries around the globe
have become more actively involved in medical
technology innovation and development, utilizing
information and communication technology to
create an advanced e-medical service system.
Information technology can allow fast processing of
large quantity of data, offer energy savings, and
contribute to environmental protection by
eliminating too much paper work. Therefore, more
and more industries have integrated with
information technology to improve work efficiency.
The healthcare industry has especially invested a
large amount to manpower and equipment to design
a clinical and operational information system to
improve medical service quality. Thus, the security
that medical imaging conveys in the network needs
special attention.

In this paper, a novel healthcare image
watermarking scheme based on the human visual
model and back-propagation network technique is
proposed. The human visual model is utilized to
generate the suitable strength of embedded
watermark and can be described in terms of three
properties: luminance, frequency, and contrast
sensitivities. The  back-propagation network
technique is employed to obtain the local
characteristics of images. To test the robustness of
the proposed watermarking scheme, several
experiments have been conducted. Experimental
results show that the proposed technique can
survive several kinds of image processing attacks
and the JPEG lossy compression. The experimental
results were also compared with Cox et al.’s [4]
watermarking schemes, and the results show that
the proposed scheme outperforms Cox et al.’s [4]
scheme against various attacks. The system can be
used on the Internet and helps reduce the difficulty
that any medical personnel encounter.
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