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Executive Summary 3
Introduction Ei=

Integrating artificially intelligent technologies for military purposes poses a
special challenge. In previous arms races, such as the race to atomic bomb technology
during World War |1, expertise resided within the Department of Defense. But in the
artificial intelligence (Al) arms race, expertise dwells mostly within industry and
academia. Effective employment of Al technology cannot be relegated to a few
specialists. Not everyone needs to know how to fly a plane to have an effective air
force, but nearly all members of the military at every level will have to develop some
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level of Al and data literacy if the US military is to realize the full potential of Al
technologies. Thus, a critical component of future readiness will be the Al literacy of
the force.
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In this context, Al literacy means more than simply understanding how to use,
design, and engineer Al- and data-enabled systems. Rather, data, algorithms, and the
systems they support interact in complex ways that change even familiar processes,
such as targeting, into something much more complicated and unfamiliar. Making
matters more difficult, from a professional perspective, mastering new technology
requires adequately understanding how the technology works and how its application
affects organizational, ethical, and political concerns for the military and the US
government, its international partners, and American society.
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Challenge of Integrating Al and Data Technologies E&AIFIEIEFR]
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Often, the problems associated with employing Al, especially in a lethal targeting
process, arise from the perceived trade-off between taking advantage of the machine’s
speed and maintaining meaningful human control. To the extent humans give up
control, they give up responsibility. To the extent they give up responsibility, they
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undermine accountability, and undermining accountability creates reasons to distrust
the machine and the humans who employ it.
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Thus, the central question is: On what basis commanders, staffs, and operators
can trust Al technologies and the systems they enable? Trust, as used here, entails
multiple conditions. First, one expects the system to be effective—that is, able to
produce the intended effect at least as well as, if not better, than human-only systems.
Moreover, as a report by the UN Institute for Disarmament Research pointed out, Al-
enabled systems must be predictable and understandable, where predictability entails
the system consistently fulfilling its intended purpose and understandability entails the
machine acting for intelligible reasons. In a professional context, however,
professionals trusting the technology is not enough. Clients must further trust
professionals to use Al in their interests and in a way that reflects their values and other
ethical commitments.
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Given professionals must ensure these conditions are being met, the question can
be reframed as one of professional expertise, which includes educating, training, and
certifying the profession’s members to use the technology and evolving the
profession’s institutions to ensure the technology’s use is effective and ethical.

Knowing how the acquisition of new technologies impacts the profession’s
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organizational culture and other stakeholders is also critical to meeting the conditions
for trust.

FREEHE N S OREIRE LR EmE - S EPkE R DI E R e 5
BCRRRERT R > B HE N BT ~ 5500 - MECRAMRE A S sE
R - b5 SR A R DU DRty (o8 I BE A S8 AT e B © [RIEE > BRIl
B NH RSN EA N R 2 eI LE TRk -

To understand how the military can meet these conditions, this project examined
Project Ridgway, an effort by the XVI11 Airborne Corps to integrate currently available
Al, data, and imagery to be Al-ready. Project Ridgway is a bottom-up effort wherein
the corps engages the private sector directly to take advantage of commercially
available data and algorithms to support targeting in the deep fight. This report found
trusting an Al-driven system in the professional military context requires: first,
understanding the context in which Al is applied; second, understanding what one is
trusting Al to do; and, finally, understanding how to interact with the Al-driven system,
including how the system receives input and provides output. Meeting these conditions
enables one to audit and ensure the authenticity of the data, which is critical for trust.
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Targeting: Why Speed Matters HIERERE @ #RENEEM

In this context, targeting is a four-phase process that comprises deciding, detecting,
delivering, and assessing. As currently employed in the XVIII Airborne Corps’s
targeting process, Al primarily applies to the detect phase, wherein sensors provide
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input (generally, imagery) to an algorithm, which relies on curated data to predict
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whether designated objects are present and, if so, their location. In the future, Al may
also impact other parts of the cycle, including asset allocation and the assessment of
battle damage and effects.
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Targeting is iterative and interactive. The process iterates by learning during each
cycle and the cycles within the larger targeting cycle to improve the Al-driven
machine’s performance. Targeting involves interacting with an adversary engaged in
the same cycle. If an adversary is similarly equipped, the one who gets through the
cycle faster wins. Since machines are faster than humans, targeting disposes humans
to rely on the machine, even if doing so means taking extra risks. Speed matters.

H R B e —(E S BT H G 3hRVEfe - AUB B EMERAET T E - femi
HERGRNERE - E(ERERREW KO B8 - REUT AR - AIEEE
Sy o PRERSE IR (E AR R Y — RIS IR (B3 - FRR ERRE A R 2R RE PRI A B > AR
{IcrEes - @SS FTRE T AR NI B - Al 2R A T Y EE B -

Developing Trustworthy Al Z37B]{E/JAl

Given this reliance on machines, one must ask oneself what one is trusting an Al-
driven system to do. From a practical and an ethical perspective, lethal targeting
requires one to balance the imperatives of defeating an enemy, avoiding noncombatant
casualties, and protecting the force. Balancing these imperatives involves answering
questions about risk. Put simply, lethal operations expose friendly combatants and
noncombatants to risk, avoiding noncombatant casualties exposes friendly combatants
or the operation to risk, and protecting the force exposes the operation or
noncombatants to risk. Reducing risk to any one imperative thus places risk on the
other two. Employing Al can reduce risk to all three. By making fires faster and more
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precise, Al makes defeating the enemy more likely while reducing the chance of
friendly and collateral harm.
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In a human-only process, trust depends on understanding the capabilities of one’s
soldiers and the weapons they carry, ensuring they understand and will comply with
the law of armed conflict, and being able to hold them accountable when they do not
comply. In an Al-driven process, trust depends on knowing how to curate and monitor
data, assess and optimize algorithm performance, and secure the system from external
manipulation. Artificial intelligence is a process of algorithms operating on data in a
specific context. Trusting this process depends, at least in part, on trusting the
components. To ensure trust, the data must be auditable and the algorithm adequately
understood in its operational context.
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Barriers to Trusting Al {E{EAIEEERIBKER

Barriers to trusting Al include uncertainty about how to warrant confidence one
has curated data correctly, trained and retrained the data and algorithms to be accurate
and precise, and protected the system against spoofing or other unwanted manipulation.
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Data Challenges AlE#BHTPkER

In the context of Al, multiple other factors that are functions of the data, the
algorithm, and external interference impact trust. Algorithms are often only as good as
the data on which they are trained. Through training, the machine learns to differentiate
items of interest from everything else. Collecting accurate, complete, consistent, and
timely data sets for the system to train on is extremely difficult and sensitive to the
environment in which the targeting will occur. Keeping data sets updated is critical
work that must be ongoing. The challenge is that it is extremely difficult to know when
one has collected all the necessary data to optimize the system’s performance. As a
result, the system will make mistakes when the inputs do not closely resemble the data
on which the system was trained.
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Performance Issues Z&t14EEERIRE

Performance issues usually come in the form of misclassifications, false positives,
and false negatives. For example, when the inputs to Al classifiers do not resemble the
training data, prediction mistakes are more likely. Prediction mistakes can occur when
a classifier is trained using only images of targets taken during the summer months and
then presented images of partially concealed targets taken during the winter. If a
classifier that was trained using only images of tanks operating in the desert is asked
to classify an image of the tank partially covered in snow, then the classifier will likely
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make a mistake. To counter such mistakes, continuously searching for and collecting
new, informative data examples as they become available and using them to retrain and
update the classifier as needed— especially relative to the environment in which one
IS operating—is important. Often, retraining and updating the classifier means
collecting new data while the system is operating and then identifying which samples

can help to improve the Al model’s performance.
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In short, classifiers can make mistakes given the state of the art and the difficulty
of collecting comprehensive data sets. Artificial intelligence can be a “black box”
because how it arrives at an output is not always discernible to humans, either due to
the complexity of the algorithm or because the Al’s output depends on the strength of
the connections in the network. Nevertheless, commanders and operators should
understand the limitations of Al and observe Al-enabled systems’ performance in
similar conditions, thereby enabling the commanders and operators to decide, based on
risk calculations, how much control to provide to the Al in targeting operations.
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Other issues include the enemy actively attempting to thwart Al by poisoning data

sets or changing the enemy’s asset signatures. For instance, a poisoning attack can
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undermine a machine learning model during the training phase by altering the model’s
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training data. Adversarial poisoning attacks could train a target identification model to
ignore one class of object entirely, enabling a high-value target to hide in plain sight.
To conduct an input attack, an adversary injects noise into a model’s input to produce

an incorrect output.
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In one example, a small piece of tape placed on a stop sign caused self-driving
cars to misidentify the sign as a 60-mile-per-hour speed marker. Similarly, an adversary
could visually modify a tank so a machine-learning model assesses the tank as a truck.
Moreover, doing so would not be difficult. Small pixel changes, invisible to the human
eye, have caused classification algorithms to misidentify images of pandas as monkeys.
Both types of attacks, input and poisoning, can undermine the perceived effectiveness
of fielded models and degrade trust. More to the point, one should expect Al-driven
systems to be under constant attack, requiring users to find ways to detect the effects
of these types of attacks.
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Taken together, the sensitivity of the data sets, the complexity of the algorithms,
and the potential for undetected sabotage give rise to an accountability gap.
Accountability depends on intent and action. But harm, including violations of the law
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of armed conflict, may occur, despite commanders, staffs, and operators involved in an
Al-driven system acting with good intentions and despite the system, with the
exception of spoofing, working according to specification. Commanders and staffs may
understand the system well but suffer from automation bias, especially with systems
that are normally reliable, thus increasing the probability of unaccountable harm.
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Importantly, Al performance is not all about speed. In fact, the machine provides
better output when humans interact with it, even during operations. So, the idea that
developing and employing Al involves a trade-off between speed and meaningful
human control is a false dilemma. The question, then, is how do humans know when
and where to interact with a system and provide control while optimizing the system’s

performance?
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Developing Reliable and Capable Systems ZE17 B 5& H THEETR KAV Z %t

Trust and risk are central concerns in developing reliable, capable systems.
Commanders need a reliable way to know when Al can be trusted and when to execute
some stages of the targeting process with less supervision for the benefit of speed but
at the cost of more risk. The systems studied here rely on neural networks that provide
a measure of probabilistic confidence in each target classification. Commanders can
exploit these neural networks during targeting to make informed decisions about the
level of human supervision required, especially when the probabilistic confidence is
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combined with other information, such as the commander’s risk tolerance in the

context of the mission.
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The commander’s risk tolerance can aid in the process of deciding how to handle
targets that have been classified by Al. Determining the acceptable level of risk for the
operation of the Al is the commander’s decision. Therefore, the commander should be
given the flexibility and option to assume more risk at times if, based on his or her best
judgment, the conditions merit the risk.
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For instance, a commander may be risk averse when providing fire support in a
counterinsurgency mission or in a dense urban environment with many civilians nearby.
But a commander may be more risk tolerant if facing a high-intensity battle in mostly
open terrain or performing final protective fires when friendly forces may be overrun
by the enemy. To capture risk tolerance, commanders could be given a rheostat-like
device that they can tune and use to convey their risk tolerance directly to the system.
One can also run more than one Al model at a time; this approach, which is commonly
referred to as an ensemble, can be used to increase confidence that inferences drawn
are true or to detect errors.
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Decision-making Logic within the Control System FZ&| &4 ATR &R

The rheostat would interact with the system through a fuzzy-logic controller that
would account for commander risk tolerance and machine certainty to determine the
optimal setting for human control. Fuzzy logic can help balance machine confidence
and a commander’s risk tolerance. Fuzzy logic’s purpose is to avoid hard coding single-
value thresholds, which specify where certain values belong to certain categories (for
example, 34 is moderate, and 32 is low). Rather, the idea is to program transitions
between the input classes of low, moderate, and high.
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Programming transitions between input classes makes fuzzy logic more tolerant
of uncertainty when measuring and quantifying the inputs into linguistic sets. The
regions where the moderate set overlaps with either the low or high set are the ranges
where the input would be classified as belonging to multiple sets with partial
membership in each, such as 80 percent high and 20 percent moderate. For instance,
one could program a freezer thermostat’s controller to alert one to intervene to lower

the temperature.
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Given two variables (risk and certainty) and three settings (low, medium, and
high), a rule base of nine recommended settings for human oversight would logically
exist. The rule base would be programmed into the controller’s memory using a series
of if/then statements and obey the following logic: “If AI’s Classification Confidence
1s low and Commander’s Risk Tolerance is low, then human involvement is maximum.
If AI’s Classification Confidence is high and Commander’s Risk Tolerance is high,
then human involvement is minimum.” Assuming two inputs with three categories each
(low, moderate, and high), the complete set of nine rules can be derived by the two-
dimensional rule base, expressed by machine-generated probabilities and the

commander’s risk tolerance.
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Risk Profiles and Adaptive Teaming Based on Fuzzy-logic Controllers
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What does this rule base mean in practice? The controller’s decision for maximum
involvement implies a human-driven targeting process in which humans lead each step.
Using a human-driven targeting process does not preclude Al from assisting in these
steps. In other words, Al can augment any step, but a human must explicitly verify the
output before the target proceeds. On the opposite extreme, minimum involvement
translates into Al automating all steps, except for the final validation and authorization
process, wherein a leader in the fires cell would review the targeting information and
recommendations before giving the order to proceed with a fire mission. The moderate
oversight process flow is more nuanced and similar to the minimum oversight process
flow, except the classification confidence of the Al algorithm and the risk assessment
from the integration stage must meet stringent thresholds. If a threshold is not met in
either case, then a human must inspect the output generated by the Al algorithm.
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Human Development A4 525

The technical component shows soldiers will have to develop varying degrees of
Al and data literacy. For this to happen, the US Army must identify what this literacy
entails and how to certify it. Although identifying the varying degrees of Al and data
literacy falls under the technical component, determining how to recruit, certify, and
manage knowledgeable personnel will become a critical professional task. To remedy
the lack of personnel with Al and data-science education and skills, the Army has
implemented plans to educate selected personnel at the leader, analyst and engineer,
and technician levels. Although necessary, these plans may not be adequate to provide
the range of skilled personnel required to proliferate capabilities at the corps level
Army-wide, especially in the short term.
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Part of the reason the Army’s existing plans may be inadequate is the Army needs
soldiers with the right data and Al skills and leaders who know how to employ data
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and Al skills effectively. Thus, the Army should also consider integrating Al and data
literacy into commissioning and other entry-level education and training.
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Further complicating matters, the Army’s ability to manage personnel who are
skilled in science, technology, engineering, and mathematics in general, much less
those with Al and data-related skills, is limited. Indeed, without a more efficient
management system, optimizing the assignment of personnel trained by the Army’s
new educational programs may not be possible, especially at the operational level.
Effectively assigning newly trained personnel is critical to taking advantage of new,
often commercially available technologies so the Army remains agile relative to its
adversaries. Optimizing the Army’s talent management will require the service to
revise how it identifies educational requirements, aligns talent with operational needs,
and tracks talent so personnel are available where they are most needed.
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This study recommends the Army create new skill identifiers to improve the
tracking of Al- and data-related expertise, consider establishing a technology corps that
would be managed much like the logistics corps to provide expert knowledge where
and when it is needed most, and code certain positions for more than one skill to
increase assignment flexibility.
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Ethical fE¥EiRzE

From an ethical perspective, targeting requires preventing, or at least mitigating,
potential harm to noncombatants as well as friendly forces. Given the potential for
friendly and noncombatant casualties, especially in large-scale combat operations,
professionals will have to ensure application of the technology represents acceptable
risk to protected persons, infrastructure, and other material assets. Aurtificial
intelligence also raises questions of accountability. Having machines play a larger role
in decision making may result in bad outcomes, even if both the humans and the
machines perform their duties correctly. Understanding how to deal with such
outcomes will be critical to applying Al. Here, we might measure success in terms of
whether Al-enabled outcomes represent less harm than human-only processes. To meet
the requirements for ethical targeting, commanders must ensure staffs and operators
are capable of curating and training data and that they do so at appropriate intervals to
ensure the system performs as well as a human-only system. Staffs and operators must
also develop familiarity with systems to the point that the staffs and operators can
explain outcomes intelligibly. Introducing an interface, like the fuzzy-logic controller
discussed above, would facilitate meeting the requirements for ethical targeting and
allow commanders to take greater advantage of machine speeds without losing the kind
of control that might give rise to ethical failure. The interface addresses accountability
by making commanders accountable for the accuracy of their risk assessments and
ensuring data is properly curated for the context in which commanders employ the
algorithm. The interface also addresses automation bias because it provides humans a
way to know when the machine itself is, in a sense, uncertain about its output. Whether
these measures are good enough depends on how well the system balances the ethical
imperatives discussed earlier in comparison to a human-only process. Balancing
Imperatives is ultimately the responsibility of the humans involved in the targeting
process.

BEERE-LFETE 142/ RE 1134108 1 BT 69



“?\" BZTIA

TEfmER A ARE - HIRHEEE fE 27 1E s 2/ VIR S I R N B A S
FEEE - FralR A AR - AR A B i Re g miRE T - NIk > &
FMAEORII I E T2 ReE# ~ BAREa i & A Ay e 2 rT R 21 -

A5 [3% T B{EEFTHIFERE - RIE A Es A0 e T H IS » IRas 1
IRPHVE R A @Oy REEECN BEER - NI - BRERAN ] pm 2 2 Lo aE R ARV IE
FIZE R R - TP AT U B LR AT B iy \HEr TATRAVEE R KT EALE
TR THEE

RfFE K 151 B AR IR ER AR E N R RES I FERIH/ SRR -
M E AT REIATESE » LIRSy FR B R E R E - = EARE AR
BEIELY > EIHIEARRREE R - o | AFTZiny T iR 2 fl2s 5/ > KA B
B e fmH BK - [FIEs FeaTHeiE B fe oo M I A B RS > ORRF A PZERIRE
> fre i Pe PR SR AR A Rt

%S MR T BRI (TS E R s S R SR W RBERA(E
(ERERARN SR EEHE TEER T 2 H LAV - 3\ HRES 2R R
as PTG RIVAHEE M - BEHE S e BURN RGeS fEmEL RS A
R FRYFRI P RGP - 8% FHE SR ZNEEENRSHEBREEN A S

One can further improve the system’s ability to avoid collateral harms— and thus
perform ethically—by training data to identify legitimate targets and illegitimate
targets (such as hospitals and schools). For example, if the machine could produce a
result such as “80 percent tank; 10 percent school bus,” the machine could alert
commanders and staff that even though the target probability was within the
commanders’ risk tolerance, they may have additional reasons for scrutiny. Building
data sets that can account for legitimate and illegitimate targets may be beyond the
resources available in any given system. In these cases, commanders should account
for the likelihood of illegitimate targets in their risk assessments.
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Political BU&EIAE

Political-cultural knowledge requires knowing how the use of an emerging
technology will affect public expectations about the use of force, how these
expectations affect society’s perception of military service, and how other Department
of Defense efforts to employ the emerging technology affect one’s own efforts.
Moreover, political-cultural knowledge requires senior military leaders to understand
how shifts in public expectations will affect civil-military relations and military culture
because public expectations will affect who joins the military and how they serve.
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To the extent that using technology reduces risks to soldiers and noncombatants,
doing so reduces the political risks associated with using force. Thus, senior military
leaders will need to manage senior civilian leaders’ expectations to ensure using
technology does not risk escalation into a wider conflict. In addition, senior military
leaders will need to manage public expectations about collateral harms to ensure the
public’s support. Perhaps most importantly, senior military leaders will need to manage
expectations about the effectiveness of the technology so civilian leaders do not rely
too much on technology and the public does not become frustrated by a lack of results.
The public is not likely to trust a military that cannot deliver results and that imposes
risks on soldiers and noncombatants alike.
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Conclusion &3

Developing and employing new military technologies is a part of being a military
professional. Indeed, military history is a story of technological innovation and soldiers
learning how to operate new systems. Many aspects of integrating Al are not new.
Artificially intelligent technologies’ capability to improve a wide range of military
weapons, systems, and applications differentiates this type of technology from others.
As this technology expands in application, war will be as much about managing data
as it is about managing violence. Thus, commanders of the near future will need to
understand how Al-enabled systems will interact with the commanders’ judgments
about risk to friendly forces and noncombatants. Commanders will also need to know
how to ensure staffs and operators can curate and train data effectively. Finally,
commanders and staffs will gain experience interacting with the private sector, which

will increasingly be relied upon for Al and data technology and aspects of its operation.
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