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Analysis on the Influence of Stabilizer Content Change of 

Single-base Propellant Stored in Military Ammunition Depot 
on Storage Stability and Ballistic Performance 

Tsung-Mao Yang1*, Chiung-Hsing Wu2, Kai-Tai Lu1 
1 Master Program of Chemical Engineering, Chung Cheng Institute of Technology, 

 National Defense University 
2 Department of Chemical and Materials Engineering, Chung Cheng Institute of Technology, 

National Defense University 

ABSTRACT 

This study mainly explored the influence of stabilizer (Diphenylamine, DPA) content change of 
single-base propellant stored in military ammunition depot on the storage stability and ballistic 
performance. First, the propellants of different storage times were collected and the high performance 
liquid chromatography (HPLC) was used to measure the variation of stabilizer content. Then, the kinetic 
parameters of decomposition reaction were analyzed by means of thermal analysis method to explore 
the thermal stability of these propellants. Finally, the closed bomb (CB) test was used to study the 
variation of the combustion characteristics of the propellant at different storage times. The relationship 
between stabilizer content and ballistic performance was also analyzed in order to evaluate the effective 
storage lifetime and use efficiency. The analysis results indicated that the ballistic performance of the 
storage propellant whose stabilizer content was within the qualified range met the standards. 

Keywords: Storage propellants, Stabilizer content, Closed bomb, Ballistic performance 
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Pixel-based Pixel Value Ordering, PPVO Wu 2020 Improved 

PPVO

PPVO PPVO
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PPVO 

A Reversible Image Steganographic Scheme Based on Pixel 
Value Ordering 

Hsing-Han Liu, Chuan-Hao Yang*, and Yung-Hsiang Lin 

 

ABSTRACT 

In this study, a reversible image steganographic scheme that is able to restore original cover images 

after retrieving secret information is developed based on the optimal pixel-based pixel value ordering 

(PPVO) by Weng et al. (2017) and the improved PPVO by Wu et al. (2020). By this method, secret 

information is embedded in grayscale images and only causes minor changes imperceptible to human 

vision. The quality of stego images is enhanced in the case that a certain low amount of information is 

embedded. The cover image is split into two parts interleavedly in a checkerboard-like manner, and each 

part performs the embedding process independently. With different pixel complexity, the size of context 

pixels is adaptively modified. During experimental verification, the images in BOSSBase dataset are 

adopted as the cover images. The quality of stego images is generally better by using this method, 

compared with the one by Weng et al. (2017) and Wu et al. (2020). This method can also prevent the 

stego images from being detected by the regular-singular (RS) analysis and the pixel difference 

histogram (PDH) analysis, and performs well during generalized benchmarking. 

Keywords: steganography, reversible image steganography, adaptive pixel-modification, PPVO 
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PEH bin

USC-SIPI Baboon

PPVO

Kaur [1]

 

     

1  

    Weng [12]

6

 

 
6.  

2  

    PVO

 

3  

    (6)

4 18 7

4  

 

      (6) 

 
7.  

18



4  

    PEH bin

(7)

#

(8)

(9)  

 

 

 (7) 

 

 

(8) 

  

 

(9) 

     

 

2.4 PPVO 

    Weng [12] Qu Kim[10]

PPVO Wu [13] PPVO

7

PE PEH

Top bin

 

    

7

3

3

4

 

 

3.1  

    Weng

[12] PPVO

Wu [13]

PPVO

PSNR

Weng [12]

USC-SIPI

Baboon  

    8 9

 

1  

    Weng [12]

10

 

2  

    

x

11
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(10)

 =  = 

 =  

 

          (10) 

 

    Wu [13]

2

i

12

 

 

 

8.  

3 PEH  

bin  

    

i

 

    PEH

 bins

(11) bin PEH 

bin MSE

PEH bin

 

 

       (11) 

 

4  

    

LSBs
C

9 C

LSB  

 
9.  

 

10. ( = 22) 

20



 
11.  

 

12. = 4

= 11  

     

1

True  

2 (10)

 

3

PEH bin (12)

(13)

 

   

(12) 

   

 

(13) 

   

 

3.2  

    13 14

 

1  

    

0

 

2  

    

15

C LSB

 

3  

    

0

1

 

     

1

 True  

2 (10)

 

3

PEH bin (14)

(15)
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(14) 

 

 

 
(15) 

 

    

  

 
13. ( ) 

 
14. ( ) 

 
15.  

3.3  

    

 

    p=177

16

22 (10)

=(179,179,…,179,178)

=178.86

=1.66 1 1

1=11

16  

22



 
16.  

    c

(12)

(13)

17 176  

    

 

 
17.  

    

 

    17 (10)

 

1

17  

    c

(14)

(15)

 

 

    

5,000-15,000

PSNR

 

4.1  

    

 

 
Core i7 6700HQ 2.6 

GHz 24GB

 

 Ubuntu 

20.04 Visual Studio Code

GCC C++

OpenCV Eigen

PPVO

 

    USC-

SIPI [14] Boat 6

18

BOSSBase

[15]

PSNR  
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(a) Barbara (b) Boat (c) F16 

(d) Lena (e) Mandrill (f) Peppers 

18.  

4.2  

    3.1

USC-SIPI [14]

Boat 6 512 512 18

Li [6] PVO

Qu Kim[10] PPVO Weng [12]

PPVO Wu [13]

PPVO

PSNR

2 6

7 19  

    Li [6]

Qu Kim[10] Weng [12] Wu

[13]

10000

Weng [12]

 

2. USC-SIPI 6 5000 PSNR dB  

 

 
Li [6] 

Qu Kim 

[10] 

Weng  

[12] 

Wu  

[13] 
 

Barbara N/A 64.0 65.0 64.0 64.3 

Boat 61.7 62.5 62.5 63.0 65.2 

F16 65.4 67.0 66.2 68.0 65.8 

Lena 63.4 64.0 64.5 65.0 64.0 

Mandrill 58.6 59.0 59.9 59.0 58.7 

Peppers 62.3 62.5 63.0 63.0 62.9 

 62.3 63.2 63.5 63.7 63.5 

3. USC-SIPI 6 7500 PSNR dB  

 

 
Li [6] 

Qu Kim 

[10] 

Weng  

[12] 

Wu  

[13] 
 

Barbara N/A 62.0 63.1 62.3 62.4 

Boat 59.45 60.4 60.8 60.9 63.2 

F16 63.1 65.3 65.1 66.0 64.4 

Lena 61.3 62.2 62.7 63.0 61.8 

Mandrill 55.8 56.6 57.7 56.7 56.4 

Peppers 60.2 60.8 61.3 61.3 60.9 

 60.0 61.2 61.8 61.7 61.5 
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4. USC-SIPI 6 10000 PSNR dB  

 

 
Li [6] 

Qu Kim 

[10] 

Weng  

[12] 

Wu  

[13] 
 

Barbara N/A 60.0 61.1 60.5 60.7 

Boat 58.0 58.2 59.0 58.8 61.7 

F16 61.7 63.5 64.0 64.0 62.8 

Lena 59.9 60.4 60.9 61.0 60.4 

Mandrill 53.6 54.2 55.4 54.4 54.7 

Peppers 58.5 59.0 59.5 59.5 59.4 

 58.3 59.2 60.0 59.7 60.0 

5. USC-SIPI 6 12500 PSNR dB  

 

 
Li [6] 

Qu Kim 

[10] 

Weng  

[12] 

Wu  

[13] 
 

Barbara N/A 58.7 59.8 59.3 59.6 

Boat 56.4 57.2 57.8 57.5 60.5 

F16 60.8 62.7 63.0 63.2 61.8 

Lena 58.6 59.4 59.9 60.1 59.4 

Mandrill 51.8 52.3 54.0 Out of space 52.9 

Peppers 57.4 57.8 58.3 58.3 58.4 

 57.0 58.0 58.8 59.6 58.8 

6. USC-SIPI 6 15000 PSNR dB  

 

 
Li [6] 

Qu Kim 

[10] 

Weng  

[12] 

Wu  

[13] 
 

Barbara N/A 57.7 58.6 58.5 58.6 

Boat 55.4 56.0 56.5 56.2 59.5 

F16 59.4 61.8 62.0 62.3 60.8 

Lena 57.6 58.3 58.7 59.1 58.4 

Mandrill Out of space 50.7 53.0 Out of space 51.0 

Peppers 56.2 56.4 57.1 57.1 57.3 

 57.1 56.8 57.7 58.6 57.6 

7. USC-SIPI 6 5000-15000 PSNR dB  

 

 
Li [6] 

Qu Kim 

[10] 

Weng  

[12] 

Wu  

[13] 
 

5000 62.3 63.2 63.5 63.7 63.5 

7500 60.0 61.2 61.8 61.7 61.5 

10000 58.3 59.2 60.0 59.7 60.0 

      

12500 57.0 58.0 58.8 59.6 58.8 

15000 57.1 56.8 57.7 58.6 57.6 
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19. USC-SIPI 6

5000-15000 PSNR dB

 

    

BOSSBase

3850 512 512

20 Li

[6] Qu Kim[10] Weng [12]

Wu [13]

Wu

[13] Weng [12]

 

    Li [6] Qu Kim 

[10] 21 8 9

PSNR  

5000-15000 Li [6]

6.34% 6.09% 6.05% 6.10% 

6.16% Qu Kim[10]

7.12% 6.40% 5.90% 5.51% 5.16%

SSIM Li [6]

0.0122% 0.0135%

0.0148% 0.0158% 0.0168% Qu

Kim[10] 0.0307%

0.0321% 0.0333% 0.0339% 0.0343%  

 
20. BOSSBase 3850

5000-15000 PSNR

dB  

 
21. BOSSBase 3850 5000-15000 PSNR SSIM 
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8. BOSSBase 3850 5000-15000 PSNR dB  

9. BOSSBase 3850 5000-15000 SSIM  

 

    BOSSBase

3850 USC-SIPI 6

18

22

5000-15000

6

5.210% 5.721% 6.183% 6.581%

7.227%

6

 

 
22. BOSSBase 3850

USC-SIPI 6

5000-15000  

4.3  

    

/ RS

PDH

 

    RS Fridrich Goljan

Du 2001

RS Boat

23 (a) 1-bit LSB

3-bit LSB Lena

23 (b) (c)

Boat

15,000 

23 (d) RS

Embedding Rate (a) -0.03 (b) 

0.94 (c) 1.1 (d) -0.03 (b) (c)

(a) (d)

RS

 

 
 Li 2013  Qu Kim 2015  

5000 66.81 62.83 62.37 

7500 65.02 61.28 61.11 

10000 63.71 60.08 60.16 

12500 62.67 59.07 59.40 

15000 61.76 58.18 58.73 

 

 
 Li 2013  Qu Kim 2015  

5000 0.9998 0.9997 0.9995 

7500 0.9997 0.9996 0.9994 

10000 0.9996 0.9995 0.9993 

12500 0.9995 0.9993 0.9992 

15000 0.9994 0.9992 0.9990 
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LSB

RS  

    8

0 255

PDH

PDH 24 (a)

PDH

24 

(b)(c)(d)

Pixel-

Value Differencing, PVD 3-bit LSB

PVD PVD/LSB

5,000 15,000

PDH  

 

 

 

 

 

 

 

 

23. RS (a) Boat  (b) 1-bit LSB  (c) 3-bit LSB  (d)  
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24. (a)  (b) 

PVD  (c) 3-bit LSB

PVD  (d) PVD/LSB  

(e) 5,000  (f) 

7,500  (g) 

10,000  (h) 12,500

 (i) 15,000  

    Boat

PDH 24(a)

PDHs 24 (b)~(i)

PDHs 24 (e)~(i)

 

 

    

Pixel-based Pixel Value Ordering, 

PPVO 5000~15000

 

    Weng

2017 PPVO Wu

2020 PPVO

USC-SIPI Boat

6

BOSSBase

PPVO
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Study on the Modified Single Base Gun Propellant with Low 
Temperature Sensitivity 

Yi-Hsien Lin1*, Kai-Hsin Cheng2, Tsung-Mao Yang3*, Tsao-Fa Yeh3 
1 School of Defense Science, Chung Cheng Institute of Technology, 

 National Defense University 
2 Master Program of Chemical Engineering, Chung Cheng Institute of Technology, 

 National Defense University 
3 Department of Chemical and Materials Engineering, Chung Cheng Institute of Technology, 

National Defense University 

ABSTRACT 
The purpose of this study was to develop a modified single base gun propellant (SBP) with low 

temperature sensitivity. M1 SBP formulation was used as the reference formulation. 
Dimethyldiphenylurea (DMDPU) and diethyldiphenylurea (DEDPU) were added as coating agents, two 
formulations were designed and test samples were prepared. First, bomb calorimeter (BC), differential 
scanning calorimetry (DSC) and vacuum stability tester (VST) were used to measure and analyze the 
explosion heat, thermal decomposition reaction activation energy, chemical stability and compatibility 
of the samples, and then closed bomb (CB) was employed to measure the burning performance of 
samples at different temperatures and their relative temperature sensitivity coefficients were analyzed. 
The experiment and analysis results indicated that when a small amount of coating agent (DMDPU or 
DEDPU) was coated to M1 SBP, there was no significant difference in the explosion heat value, but the 
stability and compatibility were better. The relative temperature sensitivity coefficient of the sample 
coated with the coating agent DMDPU was lower, and it was suitable as a coating agent for reducing 
the temperature sensitivity of M1 SBP. 

Keywords: Modified single base propellant, Low temperature sensitivity, Closed bomb, Burning performance 
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[1]

(SB) (DB) (TB)

(NC)

( RDX HMX CL-20)

(LOVA)

[2-4]  

    

[5-7]

[8]

( Pmax)

( T)

[9] Boulkadid

[8] TC(p)
TC(v) 

TC(p)
TC(v)

 

    MIL-P-3984J

-54 +51

[10]

[11]

[12, 13]  

M1 (M1 SBP) 85%

(NC) 10% (DNT) 5%

(DBP ) 1%

(DPA ) 105 mm

155 mm 8 inch [14] M1

M1

M1

(stabilizer) (gelatinizer)

(phlegmatizer)

[15]  

    

M1

(Dimethyldiphenylurea)

(Diethyldiphenylurea)

(Bomb 

Calorimeter)

(Differential 

Scanning Calorimetry)

Kissinger Ozawa

(Vacuum Stability 

Tester)

(Closed 

Bomb)

 

 

2.1  

(1) M1 A-1-96

0.045 0.016

0.2 205

1  

(2) (Nitrocellulose, NC)

13.35% 205

 

(3) (Dinitrotoluene, DNT)

205

 

(4) (Dibutyl phthalate, 

DBP)

205  

32



 

(5) (Diphenylamine, DPA)

205  

(6) (Ethanol) 99%

 

(7) (Diethyl ether) 99%

 

(8) (Dimethyldiphenylurea, 

DMDPU) 98%

 

(9) (Diethyldiphenylurea, 

DEDPU) 98%

 

 
1. M1  

2.2  

(1) (Bomb Calorimeter, BC)

Parr 6200

0.5

2

 

(2) (Differential Scanning 

Calorimetry, DSC) TA

Q-20

3-5

350

1 2 5 10 /min

 

(3) (Vacuum Stability 

Tester, VST)

MIL-STD-1751A 1061[16]

100

40

 

(4) (Closed Bomb, CB)

HPI B180

5000 bar

25 200 700

 

2.3  

    M1

(DMDPU)

(DEDPU)

(BC)

(DSC)

(VST)

(CB)

1  

1.  

 

 (wt.%) 

NC DNT DBP DPA* DMDPU* DEDPU* 

M1 85 10 5 1 - - 

M1DM 85 10 5 1 0.3 - 

M1DE 85 10 5 1 - 0.3 

*  

2.3.1  
    M1
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(1) 

10  

(2) 

( 35% 65%)

 

(3) 

 

(4) 

 

(5) 

 

(6) 

55 2

 

(7) 

 

(8) 

 

(9) 

55 2

 

2.3.2  
    Parr 6200

(BC)

 

(1) 60 2

 

(2) 0.5

 

(3) 

450 psig

  

(4) (

) 2

 

(5) 

 

2.3.3  
    TA Q-20

(DSC)

3-5

350 1 2 5 10 /min

 

2.3.4  
    

(VST) MIL-STD-1751A

1061[16] 100 40

 

(1) 65

2  

(2) 5

5mmHg

4

 

(3) 

100 40

 

(4) 40

 

(5) 

 

 

2.3.5  

34



    HPI

B180 (CB) 200

(1) MIL-P-3984J

51 21 -54

(2) 30

(3)

(4)

    MIL-STD-286C 

method 801.1.2[17] -

(P-t curve) (dP/dt)

(Vivacity, L) (RF)

(RQ)

    

(1)

                   (1)

d dt
k(T)

(2)

                 (2)

n

Arrhenius (3)

          (3)

Ea A R
(1)-(3) (4)

      (4)

3.1

    d2 dt2=0
(4) (5)

(5)

TP ( ) DSC

Kissinger [18]

n(1- )n-1 (6)

                  (6)

Ea

    

(4) (7)

(7)

Ozawa [19] A f( Ea T
A Ea (7)

(8)

  

(8)

Ea

    (Heat of explosion)

M1 M1DM

M1DE

2911 2883 2883 J/g

M1

1% 2
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2.  

 

 

(J/g) 

 

(J/g) 

M1 
2915 
2910 
2909

2911 

M1DM 
2895
2881
2874

2883 

M1DE 
2894
2880
2872

2882 

4.2  

    (DSC)

M1 M1DM M1DE

1 2 5 10 min

2 M1

DSC

3

2. M1 DSC  

3.  

 

 

 

 

 

 

 

[Tp] 

 

[Ea] 

(kJ/mol) 

Kissinger  Ozawa  

M1 

1 
2 
5 

10 

187.0 
193.7 
201.8 
209.4 

184.0 182.4 

M1DM 

1 
2 
5 

10 

187.2 
193.4 
201.7 
208.4 

192.6 190.6 

M1DE 

1 
2 
5 

10 

187.8 
194.0 
201.8 
208.5 

198.8 196.5 

    

Kissinger Ozawa

3

Kissinger

184.0 

4 Ozawa

185.8 

[20 M1

(M1DM)

(M1DE)

3

M1

(M1DM) (M1DE)

M1

 
3. M1 Kissinger 

 

 
4. M1 Ozawa

 

4.3  

    (VST)

M1 M1DM M1DE

40

36



 

MIL-STD-1751A [16]

2 ml/g

5

M1

[21]

 
5.  

4.4  

    M1

M1DM M1DE

-

30 M1

6 (Pmax)

M1

6. M1  

    7-9 51 21

- (dP/dt)

(P/Pmax) [(dP/dt)max]

M1

M1

 

 

7. M1

 

 

8. M1DM

 

 
9. M1DE

 

    51 21 -

(Vivacity) (P/Pmax)
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10-12 WSRL-0291-

MA[22] AVL[23]

0.35 (L0.35)

0.75 (L0.75)

 

 
10. M1

 

 
11. M1DM

 

 
12. M1DE

 

    M1

51 21

-

Pmax (dP/dt)max L0.35 L0.75 4

51 -54

21 M1

-

M1

 

 

 

 

 

4.  

 

 

( ) 

Pmax 

(MPa) 
(dP/dt)max 
(MPa/ms) 

L0.35( 1) 

(100/MPa.s) (%) 

L0.75( 2) 

(100/MPa.s) 

 

(%) 

M1 

51 162.95 67.44 434.77 102.50 347.55 105.85

21 161.70 62.40 424.15 100.00 328.35 100.00

-54 157.97 53.47 411.04  96.91 307.63  93.69

M1DM 

51 161.40 65.07 432.98 101.97 331.82 105.43

21 160.31 60.08 424.63 100.00 314.73 100.00

-54 157.07 51.61 417.48  98.32 296.39  94.17

M1DE 

51 161.08 64.79 430.15 101.80 332.28 106.07 

21 159.74 59.33 422.54 100.00 313.26 100.00 

-54 153.44 46.66 409.3  96.87 277.59  88.61 

1 0.35  

2 0.75  
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-

5 M1 T(p) (
) T(v) (

)

0.083%/ 0.20%/ -

0.041%/ 0.084%/ M1

(M1DM)

T(p) T(v) 0.066%/

0.18%/ - 0.022%/

0.078%/ M1

M1

(M1DE) T(p) T(v)
0.060%/ 0.21%/

- 0.04

0.15 M1

-

MIL-P-3984J M1

±3% -

M1

5.  

 

 

 (%/ )  

 -  

TC(p)  TC(v)  TC(p) TC(v) 

M1 0.083 0.20 0.041 0.084 

M1DM 0.066 0.18 0.022 0.078 

M1DE 0.060 0.21 0.042 0.15 

1 %/

 

2  

3  

   

    

M1

(DMDPU)

(DEDPU)

 

(1) M1

1%

 

(2) M1

M1

 

(3) M1

 

(4) M1

51 -54 M1

M1

51

-54

M1

 

   

    205
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1-6 26-33 1986  
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GNSS Kinematic Positioning Test Using Modified Signals 
Received by Smartphones 
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ABSTRACT 

Some mobile devices with an Android operating system have already acquired and recorded the 

GNSS satellite’s dual-frequency carrier phase. If this type of smartphone can achieve high-precision 

GNSS kinematic positioning, the cost of devices will be effectively reduced. It is, then, expected to meet 

the standard of 20 cm positioning error required in pipeline surveying works. A smartphone of Mi8 was 

used in this study as a front-end data receiving tool, and the PPK positioning was carried out for a 

complete check on its operability, accuracy, and modification. The study found that the Mi8 smartphone 

could not effectively conduct moving observation, the broadcast ephemeris was not useful in data 

processing, and the positioning performance was unstable during different periods in a day. Importantly, 

the GNSS modified signal produced by the geodetic antenna and re-radiating kit with sheltering 

operation is proved to be effective. Its average positioning error could be better than 16 cm, through 

which it could decrease the error by at least 30% compared to the original signal. 

Keywords: Global Navigation Satellite System (GNSS), Post-Processing Kinematic (PPK), smartphone, 

re-radiating kit, modified signal 
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Each modern smartphone has an embedded 

GNSS receiver chip. However, the GNSS raw 

data were not available to users at early beginning 

because they were protected by the chip 

manufacturers. This problem finally got a 

breakthrough in May 2016, when Google 

announced its Android Nougat (or version 7) 

operating system at the annual developer 

conference. This system can provide raw data of 

GNSS through Apps. 
Subsequently, through the application 

programming interface (API) of the Android 

operating system, smartphones with such mobile 

platforms can directly acquire and store GNSS 

raw data. This capability made it possible for 

smartphones to conveniently carry out precise 

positioning. In addition, smartphones can 

combine accelerometers, gyroscopes, electronic 

compasses, cameras, barometers, and other 

sensors, allowing many application services in 

the field of geolocation [1]. 
When using the mobile positioning services 

of smartphones, the decimeter-level positioning 

applications can involve parking, logistics, 

shared transportation, emergency rescue, 

automatic driving, and other operations in smart 

cities. It is even more common in application 

projects such as location-based services (LBS), 

vehicle navigation, road monitoring, and mobile 

mapping [2]. 
Furthermore, in the development history of 

smartphones, early Android devices, such as 

Google/hTC Nexus 9, had a duty cycle problem 

as low power consumption GNSS chips were 

used. This problem caused each GNSS phase 

observables received by smartphones to have 

cycle slips, making it difficult to solve high-

precision kinematic positioning [3]. 
During the 2016-2018 testing phase, 

Banville & Van Diggelen [4] used the tool of 

GNSS Logger released by the Android team to 

collect three minutes of GPS single-frequency 

data. They found that the carrier-to-noise density 

ratio (C/N0) of the signal received by the 

smartphone antenna was easily affected by how 

the smartphone was held. In addition, as the 

smartphone antennas were mostly designed with 

linear polarization, the smartphone easily 

received the GNSS signal reflected from the 

ground or the adjacent surface. Hence, it was easy 

to have the multipath effect. Moreover, it was 

likely to cause high noise and possible bias 

because the smartphone must be able to 

distinguish between direct and reflected signals 

during signal processing. At this time, the C/N0 of 

the GNSS signal received by the smartphone 

antenna may have been reduced by about 10 dB-

Hz compared with the geodetic antenna used for 

observation. 
In addition, Riley et al. [3] used two 

smartphones, Nexus 9 and Samsung S7, for 

testing. They found that the GPS satellite signal 

may still fade in an open environment, and they 

judged that it should be caused by the multipath 

effect. In addition, the C/N0 of a certain 

smartphone was low, which often stopped the 

positioning. However, when the smartphone 

received signals with an external GNSS geodetic 

antenna, its positioning results could be improved. 
Similarly, in Odolinski and Teunissen [5], it 

was found that under the conditions of low 

ionosphere activity, if a smartphone was 

connected to a geodetic antenna for reception, the 

ambiguity resolution of phase observables could 

be successful in real-time. The position accuracy 

could then be achieved at the centimeter level.  
During the evolution of smartphones, 

Xiaomi Mi8, a product with a new specification, 

was officially announced on May 31, 2018. It was 

the world’s first smartphone capable of providing 

GNSS dual-frequency carrier phase. The 

smartphone Mi8 was embedded with a Broadcom 

BCM47755 chip, which can cooperate with the 

smartphone’s receiving and processing software, 

the GNSS API of the Android operating system, 

and the installed GNSS data logging Apps, to 

form the GNSS dual-frequency carrier phase 

receiving system for the smartphone [3]. The 

types of GNSS signals that this smartphone can 

receive include GPS L1/L5, GLONASS L1, 

BeiDou B1, Galileo E1/E5a, and QZSS L1/L5 [6]. 
In his comment in the article written by 

Haddrell et al. [7], Professor Langley mentioned 

that the antenna is the most important factor for 

good GNSS signal reception. Since GNSS signals 

are right hand circularly polarized, the 

corresponding polarization matched receiving 

antenna can still transmit the maximum signal 

power to the receiver, despite the satellite 
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direction changing during the signal transmission. 

However, as the smartphone must not only 

provide voice communication but also need to 

connect with headphones, Wi-Fi, or Bluetooth, 

and must be small and affordable, this limitation 

will move GNSS antennas towards 

miniaturization and combination. Moreover, it 

also leads to a significant reduction in the signal 

gain, which is the inherent limitation to the 

smartphone’s GNSS antenna. 
With Android smartphones receiving GNSS 

raw data, researchers can use the GNSS carrier 

phase observables for related applications at a 

precise positioning level. However, there is an 

obvious limitation; that is, no smartphone 

manufacturer has officially disclosed the position 

of the antenna phase center embedded in its 

smartphone. The phase center position of the 

GNSS antenna required for high-precision 

satellite positioning should be discussed as a 

priority so that the GNSS receiving point of the 

smartphone can precisely correspond to the 

ground measuring point. In this regard, 

Netthonglang et al. [8] established that the 

antenna phase center of the Mi8 was at the upper 

left of the front of the phone. In other words, it 

was 2.8 cm to the left from the center of the upper 

edge of the smartphone and 0.9 cm away from the 

upper edge. This definition was applied to the 

present study when performing the subsequent 

centering of the smartphone. 
In applying the precise positioning using the 

GNSS phase observables received by 

smartphones, the application object in this study 

was based on the surveying works after the 

underground pipeline was buried. Although the 

GNSS real-time kinematic (RTK) positioning 

was mainly used in the field operation, the quality 

of the observation based on the smartphone has 

not been clarified in the study. Hence, this study 

adopted the Post-Processing Kinematic (PPK) 

mode for smartphone-based GNSS positioning. 

The target accuracy was based on the 20 cm 

required for manhole cover and pipeline 

positioning as the national standard. 
Therefore, this study used a smartphone 

capable of providing GNSS phase observables as 

the front-end data receiving tool for PPK 

positioning. In addition, a complete investigation 

of the error of positioning results was conducted 

through related test procedures, such as the signal 

quality inspection, zero-baseline calibration, 

different ephemeris utilization, moving and fixed 

observation, multi-session positioning, and 

modified signal improvement. By doing so, the 

operability, accuracy, and improvement of the 

application ability of smartphones in GNSS high-

precision positioning could be clearly understood. 

The research architecture is shown in Fig. 1. 

 
Fig.1. The operational architecture of this study 

 TESTS OF ORIGINAL SIGNAL 

According to the literature, difficulties in 

GNSS observation for Mi8-type smartphones 

may occur because of the unstable signal 

reception and multipath effect mainly related to 

poor antenna quality [9-10]. To fully understand 

the performance of smartphone-based GNSS 

phase observables for precise positioning, a short 

baseline of about 55 m in length was used in this 

study. A NovAtel ProPak6 (PP6) geodetic GNSS 

receiver was used for the base station of the 

baseline, while a smartphone receiver was used 

for the rover.  
The baseline observation was recorded with 

one epoch per second. Then, the positioning was 

solved by the Waypoint GrafNav 8.90 in PPK 

mode [11]. The dual-frequency observations 

provided by smartphone receivers were 

L1/L5(E5) and the number of modernized 

satellites that can transmit the L5(E5) was still 

uncommon, so only single-frequency of L1 

observables were used for the PPK solution in 

this study, which is believed to affect the short 

baseline positioning not significantly.  

2  Evaluation Indicators 
In this study, the internal precision and 
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external accuracy of the positioning results were 

discussed in terms of the assessment of 

smartphone GNSS positioning solution obtained 

by the PPK mode. The use of each type of 

evaluation indicator is defined as follows:  

(1) The standard deviation of the solution set 

    (1) 

In Eq. (1),  is defined as the standard 
deviation obtained after subtracting n epochs of 

PPK solutions (XPPK) from the mean of the 

solutions (Xmean); the smaller the value of , the 
smaller the dispersion of the PPK results. In this 

study, this indicator was mostly used when the 

smartphone was observed at a fixed point, but not 

centering to the ground point so that there was no 

known coordinate for checking. 

(2) The average standard deviation of the epoch 

solution 

       (2) 

In Eq. (2), the calculation of  is to average 

the standard deviation of each epoch solution ( i) 

with the solution number in the group (n); the 

smaller the value of  , the smaller the solving 

error. This indicator was mostly used in this study 

when the smartphone was used for moving 

observation. The value in Eq. (1) could not be 

obtained because the observation was not 

repeated at the same point, and there were no 

known coordinates at each moving point for 

checking. 

(3) The root mean square error of the solution set 

   (3) 

In Eq. (3), RMSE is the root mean square 

error obtained by subtracting the n epochs of PPK 

solution (XPPK) from the known coordinates (e.g. 

Xstatic from GNSS static solutions); the smaller the 

RMSE value is, the smaller the difference 

between the PPK solution and the known value. 

This indicator was mostly used in this study when 

the smartphone was observed at a fixed point, and 

the point has higher accuracy of coordinate for 

checking. 

2.2 Signal Quality Comparison 

In this study, a PP6 geodetic receiver and a 

Mi8 smartphone were set up at 12:00 local time 

on January 12, 2021 on the university building 

roof in Taoyuan, adjacent to each other, for 15 

minutes (see Fig. 2). A comparison of the signal 

quality-related indicators of their performances is 

shown in Fig. 3. 

 
Fig. 2. Simultaneous GNSS observations collected by 

PP6 and Mi8 

PP6 

 
Mi8 

 

(a) 

PP6 

 
Mi8 

 

(b) 
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(c) 

PP6 

 
Mi8 

 
(d) 

Fig. 3. Comparison of GNSS signal quality received 

by PP6 and Mi8 for: (a) number of satellites, (b) 

estimated position accuracy, (c) GPS L1 cycle 

slips, (d) L1 C/N0 for GPS and GLONASS 

From the above-mentioned quality 

indicators reflected by the observations of the 

geodetic GNSS receiver (PP6) and the 

smartphone receiver (Mi8), it can be seen that the 

number of satellites received at the same time is 

about 24 for PP6 and about 16 for Mi8. In terms 

of PPK estimated positioning accuracy, PP6 is 

about 0.5 cm in the plane and 1.2 cm in height, 

while Mi8 is about 2.5 cm in the plane and 3 cm 

in height. For GPS L1 cycle slips, PP6 is almost 

absent, while Mi8 is frequent. In terms of L1 

carrier/noise ratio (C/N0), PP6 locates at 40-50 

dB-Hz, while Mi8 is about 30-45 dB-Hz.   
Ultimately, similar to the study of Robustelli 

et al. [2], the findings of the present study indicate 

that the GNSS signal quality of the smartphone 

receiver (Mi8) is indeed worse than that of the 

geodetic receiver (PP6). 

2.3 Ephemeris Testing 
In understanding the difference in the 

performance of the PPK solution of smartphone 

observables with different levels of ephemeris, 

this study used broadcast ephemeris (BE) and 

precise ephemeris (PE) with two sets of Mi8 data 

collected at the same site in 2021 and 2022, 

respectively. Eq. (1) was used to compare the 

standard deviations of two solution sets (see 

Table 1), and the distribution of the plane 

coordinates of the second data set is shown in 

Figure 4.  

Table 1. Positioning errors of PPK solutions using BE 

and PE 

Data set 

(Date) 

2D (cm) H (cm) 

BE PE BE PE 

2021/1/21 31.8 6.5 15.7 7.9 

2022/1/11 15.2 1.5 23.0 6.1 

Average 23.5 4.0 19.4 7.0 

 
(a) 

 
(b) 

Fig. 4. Distribution of PPK plane coordinates for the 

second set of smartphone observations by 

using: (a) BE, (b) PE  
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As shown in Table 1, the positioning 

performance of PE is better than that of BE, and 

the average difference is about 20 cm in the plane 

component and 12 cm in the vertical component. 

In addition, the distribution of plane coordinates 

in Fig. 4 showed that in addition to the scattered 

differences, there were two concentrated blocks 

in the BE solution, and their coordinates deviated 

from the PE positioning results by up to 75 cm. 

Obviously, the results of the PE solution show 

much reliable performance. 

2.4 Moving Testing 
In an attempt to understand the positioning 

performance of the smartphone in a slow-moving 

state, this study collected two data sets with 

different moving routes (one straight line and one 

elliptical) with Mi8 smartphones on January 15, 

2022. They were combined with the base station 

data of PP6 observations to perform a one-second 

epoch of PPK positioning using the precise 

ephemeris.  
In exploring the performance, this study also 

included the solutions of the fixed-point 

observation and showed the comparisons in  

Table 2. It used Eq. (2) to calculate the average 

standard deviation of the epoch solution in each 

set of positioning solutions. The distribution of 

plane coordinates obtained by two sets of moving 

reception data is drawn in Fig. 5. 
From the test results, it can be found that the 

positioning error of the Mi8 smartphone in the 

slow-moving condition is much worse than that 

of the fixed-point observation, and the difference 

can be up to 20 times or more, consistent with the 

findings of Dabove et al. [12], who suggested that 

the success rate of fixed ambiguity resolution of 

smartphone observables was significantly lower. 

Table 2. Positioning errors of PPK solutions with 

different observation types 

Observation  Route 
2D 

(cm) 

H 

(cm) 

Stationary 
Fixed 

point 
1.3 2.2 

Moving 

slowly 

Straight line 35.9 41.6 

Elliptical 40.8 92.1 

 
(a) 

 
(b) 

Fig. 5. Distribution of PPK plane coordinates observed 

by smartphone with: (a) straight line moving, 

(b) elliptical moving  

2.5 Multi-session Testing 
In an attempt to understand the positioning 

performance of smartphones during general 

operating hours, this experiment was conducted 

between 9:00 and 20:00 local time on March 27, 

2021 using Mi8 smartphones to collect 15 

minutes of fixed-point observations every hour. 

Then, it was combined with the base station data 

to perform a one-second PPK positioning 

solution using a precise ephemeris. 
Because the smartphone was placed on the 

tablet, and the static observation was carried out 

after centering and leveling, it is possible to 

investigate the external accuracy of the PPK 

positioning results, based on Eq. (3). To 

determine the precise coordinates of the check 

point, two PP6 receivers were used for static 

observation and baseline solution. The root mean 

square errors (RMSEs) of each solution set group 

were obtained (see Table 3). The variation of the 

errors during an operating day is shown in Fig. 6. 
The external accuracy shown in Table 3 

indicates that the Mi8 positioning results are not 

good enough during the operating hours from 

daytime to evening, with an average plane error 
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of 40 cm and a great variation between periods by 

up to 75 cm. Meanwhile, the error variation trend 

in Fig. 6 shows that there are two large peaks at 

15:00 and 18:00, and 12:00, 16:00, and 19:00 are 

relatively better.  

Table 3. RMSE of PPK positioning of smartphone 

observations at different time 

Local time N (cm) E (cm) 2D (cm) H (cm) 

9 30.7  43.0  52.9  95.9  

10 29.5  9.5  31.0  15.1  

11 25.9  14.9  29.9  26.3  

12 21.0  5.4  21.7  9.7  

13 43.0  21.4  48.1  19.1  

14 46.0  15.1  48.4  13.7  

15 60.1  76.1  97.0  252.2  

16 19.5  9.0  21.5  12.8  

17 30.8  3.9  31.0  6.3  

18 25.4  45.6  52.2  154.5  

19 16.0  17.7  23.9  4.4  

20 23.2  11.5  25.9  16.1  

Min. value 21.7 4.4 

Max. value 97.0 252.2 

Mean 40.3 52.2 

 
Fig. 6. RMSE of PPK positioning for multi-session 

observations 

When further comparing the plane errors in 

a better period at 19:00 and a worse period at 

15:00, as drawn in Fig. 7, the positioning error of 

the smartphone during the 15-minute observation 

period around 15:00 is unstable and may occur 

significant jumps during the observation period. 
In the above-mentioned phenomenon, the 

external accuracy indicator (such as RMSE in 

Table 3) of the PPK positioning results based on 

smartphone observations showed a much larger 

value than the internal precision indicator (such 

as  in Table 1). It may result from either the not-
well-defined Mi8 antenna phase center or the 

ionospheric effect that causes abnormal satellite 

signals received by the smartphones [5][8]. Thus, 

in order to overcome the above dilemma of the 

large error occurred, this study proposed using 

the GNSS signal re-radiator to modify and 

improve the signal reception quality, and the 

details of which are as follows. 

 
Fig. 7. Comparison of PPK plane errors observed at 

15:00 and 19:00 

III. TESTS OF MODIFIED 
SIGNAL 

In improving the positioning accuracy of 

GNSS phase observables of smartphones, using 

an external antenna can be considered to enhance 

the quality of the received signals. Blot et al. [13] 

showed that the L1 code range could be improved, 

but the L1 carrier phase was not effectively 

improved, in which the signal noise was still three 

times higher than that of a typical geodetic 

receiver. 
Since the above-mentioned improvement 

method has not been fully confirmed, and the 

PPK positioning mode has not been tested, this 

study proposed a combined device to provide the 

modified signal for smartphones’ poor reception. 

Furthermore, this study further tested and 

discussed its operational effectiveness.  
This modified GNSS signal transmission 

and receiving operation for smartphones was 

developed, as shown in Fig. 8. The modified 

signal generation device used a better quality and 

easy centering of GNSS geodetic antenna 

mounted on a pole for receiving the original 
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satellite signal at the positioning point, and was 

equipped with a signal re-radiating kit consisting 

of AC power, filtering amplifier, and passive 

transmission antenna for operation (see Fig. 9).  

 
Fig. 8. Configuration and operation for smartphone 

receiving modified GNSS signal 

 
Fig. 9. Modified GNSS signal re-radiating kit 

Under the operation of this design device, 

the GNSS observations can be recorded by a low-

cost and lightweight smartphone. The positioning 

point was at the installation site of the geodetic 

antenna with the pole, which can avoid the 

centering problem caused by the uncertainty of 

the antenna phase center of the smartphone. This 

is because the GNSS signal has been filtered and 

transmitted by the re-radiating antenna, the 

observation quality and positioning performance 

of the modified signal received by the smartphone 

within an appropriate distance might be improved. 

These benefits will be practically tested and 

discussed in the following sessions. 

3.1 Quality of Modified Signal 
During the period of 10:00-11:00 local time 

on February 26, 2022, the Mi8 smartphone was 

used to receive the original and modified GNSS 

signals for 15 minutes on the top of a building on 

university campus. The evaluations of the 

received signal quality were compared and shown 

in Fig. 10.  

OS 

 

MS 

 

(a) 

OS 

 

MS 

 

(b) 

OS 

 

MS 

 

(c) 
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Fig. 10. Comparison of the quality of the GNSS 

original signals (OS) and modified signals 

(MS) received by Mi8 for: (a) number of 

satellites, (b) estimated position accuracy, (c) 

GPS L1 cycle slips, (d) L1 C/N0 for GPS 

and GLONASS 

As shown in the comparison in Fig. 10, it is 

clear that the quality indicators reflected by the 

original and modified GNSS signals received by 

Mi8 smartphones are significantly different. In 

terms of the number of satellites received in the 

adjacent period, the original signal has about 8 

satellites, while the modified signal can reach 18 

satellites. In terms of the PPK positioning 

accuracy, the original signal performs at the meter 

level, while the modified signal is within 2 cm. In 

the GPS L1 cycle slips occurrence, the original 

signal frequently appears, while the modified 

signal hardly appears. In the L1 carrier/noise ratio 

(C/N0), the original signal value falls at 18-30 dB-

Hz, while the modified signal is about 30-50 dB-

Hz. For this test data, the quality of the modified 

signal received by Mi8 is indeed much better than 

the original signal and is comparable to the PP6 

reception quality shown in Fig. 3. 

3.2 Zero Baseline Testing 
The zero baselines can be applied to 

determine the hardware internal error of GNSS 

receivers. This concept was also used in this study 

to understand the effectiveness of Modified 

GNSS signal received by smartphones. A GNSS 

geodetic antenna was set up on the outdoor roof, 

and the signal was transmitted to the indoor area 

using the re-radiating kit as Fig. 9. Since the 

indoor GNSS signal was relayed and modified 

from the original signal received by the roof 

antenna, the coordinates obtained by the indoor 

receivers should be the same. In terms of the 

baseline solution, the length of each baseline 

formed should be zero. However, a non-zero 

magnitude can be regarded as the positioning 

error caused by the GNSS receiver.  
The test was conducted on December 6, 

2021, at 11:00 am, using two PP6 geodetic 

receivers and one Mi8 smartphone for 40 minutes 

of data collection and performing a one-second 

interval of PPK positioning with the precise 

ephemeris. In this test, the Mi8 was not bothered 

by instrument centering, so Eq. (3) could be used 

to calculate the root-mean-square error of each 

baseline solution with zero length as the standard 

value. The comparison of the results is shown in 

Table 4. The error of each epoch solution for the 

PP6-PP6 baseline and the PP6-Mi8 baseline is 

shown in Fig. 11.  

Table 4. RMSE of PPK positioning for zero baseline 

tests 

Base Rover N 
(cm) 

E 
 (cm) 

2D 
(cm) 

H 
(cm) 

PP6 
PP6 0.7 0.2 0.7 0.1 

Mi8 1.0  0.3  1.0  1.0  

 
Fig. 11. Comparison of the zero baseline plane errors 

between PP6-PP6 and PP6-Mi8 

The results of the zero baseline test listed in 

Table 4 were obtained under an observation 

environment with the modified GNSS signal. As 

expected, the better performance is found for the 

PP6-PP6 baseline of using two geodetic receivers, 

with a plane error of 0.7 cm. For the PP6-Mi8 

baseline, which is the focus of this study, the 

plane error increases slightly to 1.0 cm when 

observed with one Mi8 smartphone. Compared to 
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the internal precision and external accuracy 

obtained from the previous tests with the original 

GNSS signal, this level of Mi8 positioning error 

is a promising result. It is basically believed that 

the modified GNSS signal provided by this 

study’s design device is capable of improving the 

Mi8’s observation. However, when the 

positioning errors are examined in Fig. 11, it can 

be also seen that the stability of the Mi8’s 

observation is still not as good as that of the PP6 

geodetic receiver.  

3.3 Outdoor Testing 
In the previous zero baseline test, the 

modified GNSS signal transmitted into the indoor 

environment through the re-radiating kit was no 

coexistence between original and modified 

signals in the same space. To further check 

whether the coexistence of original and modified 

signals in the same open environment would have 

a near-far effect similar to that of pseudolite [14], 

the re-radiating kit was placed in the outdoor 

space to produce the coexistence between the 

original and modified GNSS signals in space.  

This study was conducted at 12:30 local time 

on January 26, 2022, with a PP6 as the base 

station (receiving only the original signal) and a 

Mi8 set up at 3 m, 5 m, and 10 m from the re-

radiating kit (see Fig. 12). The original and 

modified GNSS signals were received for 15 

minutes each by turning the re-radiating kit on 

and off. The results are listed in Table 5. 
As shown in Table 5, the Mi8 observations 

were not successfully solved at the baseline 

distance of 3 m and 5 m from the re-radiating 

antenna when the kit was turned on. Meanwhile, 

the standard deviation of the 2D solution set at a 

10-m distance was much higher than that of the 

original signal received by Mi8. 

 
Fig. 12. Original and modified GNSS signals 

coexistence for outdoor testing 

Table 5. Positioning errors of PPK solutions with re-

radiating on or off 

Baseline 

distance 

Turing off 

(original signal) 

Turing on 

(coexisted signal) 

2D 

(cm) 

H  

(cm) 

2D 

(cm) 

H  

(cm) 

3 m 1.5 6.1 N/A N/A 

5 m 13.4 7.6 N/A N/A 

10 m 15.6 35.0 58.9 24.0 

In addition, when the modified GNSS signal 

and the original signal coexist in the outdoor 

environment, the L1 phase observable cannot be 

effectively received at 3-m and 5-m distance from 

the re-radiating antenna, whereas the L5 signal 

which is believed to be more resistant to 

interference can be received. However, the 

satellites received in L5 is still insufficient and 

can only be an auxiliary observation in the GNSS 

processing software, thus, those solutions cannot 

be completed. Although the L1 phase observable 

can be received at a distance of 10 m from the re-

radiating antenna, the positioning error is found 

to be large due to the possible interference effect 

between the original and modified signals.  

3.4 Multi-session Testing with Sheltering 
The near-far effect may occur when the 

original and modified GNSS signals coexist in the 

same outdoor space. Thus, this study proposed an 

operational improvement by placing the re-

radiating antenna and Mi8 receiver to a space 

with sheltering (see Fig. 13). This shield is 

expected to block the original GNSS signal 

already existing in the open space. Meanwhile, 

only the modified GNSS signal from a re-

radiating kit will be provided inside the shield.  

 
Fig. 13. Outdoor smartphone observation with a 

shelter 
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Since the results of the previous multi-

session test in Section 2.5 showed that the 

external accuracy of Mi8 observations was very 

unstable, this study adopted a re-radiating kit with 

a shelter to receive the modified signal only, 

expected to avoid smartphone centering problem 

and improve the stability of smartphone 

positioning at different time.  
To carry out a complete test for the above 

purpose, a fixed point observation was made 

between 9:00 and 19:00 local time on February 

26, 2022. The Mi8 smartphone was used to 

receive the original GNSS signal in the first 15 

minutes of each hour and the modified GNSS 

signal with sheltering in the following 15 minutes. 

In addition, after combining with the base station 

data of PP6 observation, a one-second rate of 

PPK solution was performed using a precise 

ephemeris. The RMSEs of the two sets of the 

solution compared with the known coordinate of 

the test point are listed in Table 6, in which the 

improvement rates (IR) are also provided using 

the calculation of (RMSEOS-RMSEMS) / RMSEOS 

x 100%. The variations in the plane errors based 

on the original and modified signals in each 

session are plotted in Fig. 14. 

Table 6. RMSE and improvement rate (IR) of PPK 

positioning with original signal (OS) and 

modified signal (MS) at different local time 

(LT) 

LT 

2D RMSE H RMSE 

OS 
(cm) 

MS 
(cm) 

IR  
(%) 

OS 
(cm) 

MS 
(cm) 

IR 
(%) 

9 519.7 3.8 99 1053.8 1.3 100 

10 263.9 0.8 100 660.4 1.8 100 

11 281.9 22.2 92 718.2 12.8 98 

12 289.3 20.3 93 253.2 15.7 94 

13 84.4 8.4 90 69.3 2.9 96 

14 52.1 34.8 33 137.8 6.7 95 

15 24.7 9.5 62 44.2 5.0 89 

16 159.5 22.9 86 60.4 16.2 73 

17 39.5 14.7 63 102.9 5.1 95 

18 63.7 19.3 70 126.7 9.2 93 

19 72.6 15.9 78 109.2 15.0 86 

Avg 168.3 15.7 91 303.3 8.3 97 

 
Fig. 14. Comparison of multi-session PPK plane error 

with different signals 

From the external accuracy shown in Table 

6 and Fig. 14, it can be seen that the results of 

PPK positioning with Mi8 observations can 

reduce the positioning errors by at least 30% 

during the operation hours from daytime to 

evening when the modified GNSS signal is 

received with sheltering. Besides, for the average 

improvement rate of more than 90%, the 

modified GNSS signal obtained with sheltering 

can reduce the average plane errors from 168 cm 

to 16 cm, and it can also low down the average 

vertical error from 303 cm to 8 cm. 
Moreover, when looking at the detailed 

performance, it could be seen that the error in 

height could meet the requirement of 20 cm for 

pipeline positioning in all sessions when the 

modified GNSS signal was used. However, the 

plane error of larger than 20 cm still occurred in 

four sessions, e.g. 11h, 12h, 14h, and 16h. 
Furthermore, for the two representative 

periods (15h and 19h) shown in Fig. 7, the 

variations of the plane errors using different 

signals in this test were also plotted in Fig. 15.  

 
Fig. 15. Comparison of the plane error using different 

signals at 15:00 and 19:00 
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Compared with the original signal 

positioning error jump in Fig. 7, it did not occur 

in Fig. 15 of this test, and the modified signal 

positioning results with the sheltering reception 

were generally better and more stable than the 

original signal positioning. Observing the test 

results of near one year ago (March 2021 in Table 

3), it can be seen that the average plane error has 

increased significantly from 40 cm to 168 cm in 

the test under the condition of using the original 

GNSS signal. It is possibly explained to be 

resulting from the influence of the ionospheric 

error. To further understand, the ionosphere 

vertical total electron content (TEC) maps, 

provided by International GNSS Service [15], 

were used to extract TEC information from the 

vicinity of the station, i.e. latitude 25  N, 
longitude 120  E, and altitude 450 m, and 

compare the two test periods in Fig. 16.  

 
Fig. 16. Comparison of the TECs for the two test 

periods 

From the figure, it can be seen that the TEC 

values in the second group (February 2022) were 

all higher in the same period, and the sessions 

with TEC values above 300 units, e.g. 10-16h 

local time, also correspond a higher level of 

positioning errors. However, the exact correlation 

is suggested to be further investigated. 

IV. CONCLUSION AND 
SUGGESTIONS 

In this study, a short baseline PPK 

positioning using the smartphone received L1 

carrier phase observables can provide the 

following findings:  
1. Mi8 smartphone observations could 

improve the positioning accuracy by 60-80% 

when using precise ephemeris, instead of using 

broadcast ephemeris, with an average difference 

of 10-20 cm. The use of broadcast ephemeris 

could also lead to a bias of 75 cm in position.  
2. The positioning error of the GNSS 

observables collected by the Mi8 smartphone in 

the slow-moving state was much larger than that 

of the fixed-point observations, and the error of 

moving test could be as high as 90 cm.  
3. The external accuracy of smartphone 

positioning was significantly worse than the 

internal precision, which might be caused by the 

smartphone antenna or the signal reception 

anomaly. Thus, a GNSS signal re-radiator could 

be used to improve the signal transmission quality.  
4. Regarding the number of satellites, 

estimated position accuracy, GPS L1 cycle slips, 

and L1 carrier/noise ratio (C/N0), the quality of 

the original signal received by the Mi8 

smartphone was indeed obviously worse than that 

of the geodetic receiver. However, the modified 

GNSS signal obtained using the proposed re-

radiating kit could be much better than the 

original GNSS signal and closer to the signal 

quality of geodetic receiver.  
5. Using the modified GNSS signal in the 

indoor zero baseline calibration, the error showed 

that the plane error of the geodetic receiver was 

0.7 cm. The zero-baseline error of Mi8 slightly 

increased to 1.0 cm, and the stability of the 

performance was relatively poor.  
6. In the outdoor environment where the 

original and modified GNSS signals coexisted, 

the L1 phase observed by smartphone near to the 

re-radiating antenna with 3 m could not be 

received effectively. Meanwhile, the L1 phase 

could be received for a 10-m baseline, but the 

positioning error would increase to 59 cm due to 

the interference of signal coexistence.  
7. When the modified GNSS signal was 

provided in an open space, the re-radiating 

antenna and smartphone could be blocked from 

the original signal by sheltering so that the 

modified signal could show a positioning error of 

3-9 cm.  
8. During the operating hours from daytime 

to evening, the positioning error of the modified 

GNSS signal received by Mi8 with the shelter 

could be reduced by at least 30% compared with 

the original signal. The average plane error could 

be lowered down from 168 cm to 16 cm. However, 

there were still some hours to see the error greater 

than 20 cm.  
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From the test of using GNSS phase 

observables for short baseline PPK positioning 

with smartphones, the following suggestions for 

future development are provided:  
1. When the Mi8 smartphone uses the 

Geo++ program to receive GNSS observations, 

only the observation file in the RINEX format is 

accessible. Thus, the satellite orbit information 

used for positioning calculation must be provided 

by other sources.  
2. To make the GNSS observations received 

by the smartphone carry on a centimeter-level 

positioning, the antenna phase center, the 

instrument centering and leveling, the signal 

reception quality, and the influence of 

ionospheric effect should be continuously studied 

and overcome.  
3. Precise Point Positioning (PPP) will be 

one of the mainstream technologies. The amount 

of observations provided by smartphone 

receivers should be increased with the navigation 

satellite modernization. Thus, it is worthwhile to 

explore the topics of using smartphone receivers’ 

L1/L5 dual-frequency carrier phase observables 

to effectively achieve a decimeter-level 

positioning in both static and kinematic modes 

[16]. 
4. The GNSS signal re-radiating kit can 

provide the data with better quality, but the 

positioning performance is still not steadily meet 

a 20 cm requirement for underground pipeline 

surveying. However, its equipment and operation 

has potential to carry out some applications, such 

as rapid map revision etc. [17].  

ACKNOWLEDGEMENTS 

The author is grateful to the Ministry of 

Science and Technology for funding this project 

under the contract number of MOST 110-2121-

M-231-001. 

REFERENCES 

[1] Elmezayen, A. and El-Rabbany, A., 

“Precise Point Positioning Using World’s 

First Dual-Frequency GPS/GALILEO 

Smartphone”, Sensors, 19(2593), 15 pp. 

2019. 
[2] Robustelli, U., Baiocchi, V. and Pugliano, 

G., “Assessment of Dual Frequency GNSS 

Observations from a Xiaomi Mi 8 Android 

Smartphone and Positioning Performance 

Analysis”, Electronics, 8(91), 16 pp. 2019. 
[3] Riley, S., Landau, H., Gomez, V., 

Mishukova, N., Lentz, W. and Clare, A., 

“Positioning with Android: GNSS 

Observables”, GPS World, January issue, 

https://www.gpsworld.com/positioning-with 
-android-gnss-observables/, 2018. 

[4] Banville, S. and van Diggelen, F., 

“Precision GNSS for Everyone: Precise 

Positioning Using Raw GPS Measurements 

from Android Smartphone”, GPS World, 

November issue, pp. 43-48, 2016. 
[5] Odolinski, R. and Teunissen, P. J. G., “An 

Assessment of Smartphone and Low-cost 

Multi-GNSS Single-Frequency RTK 

Positioning for Low, Medium and High 

Ionospheric Disturbance Periods”, Journal 

of Geodesy, 93(1), pp. 1-22, 2018. 
[6] Broadcom, “BCM47755: Third-Generation 

GNSS Location Hub with Dual Frequency 

Support”, https://www.broadcom.com/products/ 
wireless/gnss-gps-socs/bcm47755, 2020. 

[7] Haddrell, T., Phocas, M. and Ricquier, N., 

“Innovation: Mobile-Phone GPS Antenna, 

Can They Be Better?”, GPS World, Feburay 

issue, https://www.gpsworld.com/professional- 
oemcomponent-technologiesinnovation-

mobile-phone-gps-antennas-9457/, 2010. 
[8] Netthonglang, C., Thongtan, T. and 

Satirapod, C., “GNSS Precise Positioning 

Determination Using Smartphone, 2019 

IEEE Asia Pacific Conference on Circuits 

and Systems”, Thailand, pp. 401-404, 2019. 
[9] Smart Android, “GPS Problem on Xiaomi 

Mi 8, What to do”, https://smartandroid.fr/ 
en/probleme-de-gps-sur-xiaomi-mi-8-que- 
faire/, 2020. 

[10] Sharma, H., Bochkati, M., Lichtenberger, C., 

Pany, T., Darugna, F. and Wubbena, J. B., 

“Smartphone-based GNSS Positioning: 

Today and Tomorrow”, InsideGNSS, 

Sep/Oct issue, pp. 40-53, 2021. 
[11] Hexagon and NovAtel, “Waypoint Software 

8.90 User Manual”, OM-20000166, Rev 9, 

222 pp. 2020. 
[12] Dabove, P., Di Pietra, V. and Piras, M., 

“GNSS Positioning Using Mobile Devices 

with the Android Operating System”, 

53

      112. 05
JOURNAL  OF  C.C.I.T.,  VOL. 52,  NO. 1,  MAY,  2023



 

ISPRS International Journal of Geo-

Information, 9(220), 13 pp. 2020. 
[13] Blot, A., Laurichesse, D., Rouch, C. and 

Granger, C., “PPP with External Antenna 

addition on Smartphones”, CNES, 

http://www.ppp-

wizard.net/Articles/PPP_with_external_ant

enna_addition_on_smartphones.pdf, 2020. 
[14] Stone, J. M., LeMaster, E. A., Powell, J. D. 

and Rock, S., “GPS Pseudolite Transceivers 

and their Applications”, Presented at the 

ION National Technical Meeting 99, San 

Diego, California, January 25-27, 1999. 
[15] IGS (International GNSS Service), 

“Ionosphere”, 

https://igs.org/products/#ionospheric_prod

ucts, 2022. 
[16] Chen, B., Gao, C., Liu Y. and Sun, P., “Real-

time Precise Point Positioning with a 

Xiaomi MI8 Android Smartphone”, 

Sensors, 19(2835), 13 pp. 2019. 
[17] Robustelli, U., Baiocchi, V., Marconi, L., 

Radicioni, F. and Pugliano, G., “Precise 

Point Positioning with Single and Dual-

Frequency Multi-GNSS Android 

Smartphone”, ICL-GNSS 2020 WiP 

Proceeding, Finland, 2020. 
 

54

Chia-Chyang Chang



 

DBX-1  
1*  2  3  3  3 

1  
2  

3  

     

5- (DBX-1)

DBX-1 5- (NaNT 2H2O) (CuCl)

NaNT 2H2O NaNT 2H2O CuCl

DBX-1 (NaCMC) (PVA) -20(Tween 20)

4 0.5 wt.% Tween 20

3 wt.% DBX-1 39±5 83±10 m

5-  

 

Study on Morphology Improvement of Green Primary 
Explosive DBX-1  

Wen-Hsiang Li1*, Jia-Tong Lai2, Tsung-Mao Yang3, Jin-Shuh Li3, Kai-Tai Lu3 

 
 

 

ABSTRACT 

Traditional primary explosives are usually heavy metal salts, especially lead salts, such as lead 

azide (LA) and lead styphnate (LS), which can cause environmental pollution problems. Therefore, 

green primary explosives have attracted more and more attention. Copper(I) 5-nitrotetrazolate (DBX-1) 

is considered as one of the most promising alternatives to LA. DBX-1 is generally synthesized from 

sodium 5-nitrotetrazolate dihydrate (NaNT 2H2O) and copper(I) chloride (CuCl). However, most of the 

synthesized products are irregular flakes with poor fluidity and dispersibility, which affects the filling. 

Therefore, it is necessary to improve the morphology of the synthesized products. In this study, NaNT

2H2O was synthesized because it was not commercially available. Afterward, DBX-1 was synthesized 

using NaNT 2H2O and CuCl, and four kinds of crystal form modifiers including sodium 

carboxymethylcellulose (NaCMC), polyvinyl alcohol (PVA), polysorbate 20 (Tween 20) and dextrin 

were added respectively to improve the morphology of synthesized product. The experimental results 

indicated that the spherical DBX-1 was successfully synthesized by adding Tween 20 with 0.5 wt.% of 

concentration or dextrin with 3 wt.% of concentration, and the particle sizes of the synthesized products 

were 39±5 and 83±10 m, respectively. 
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HNT  

3.1.5 DSC-TG  

NaNT 2H2O

DSC-TG 6 DSC

75°C TG

20%

Marimuthu

Talawar [29]

DSC 228°C

NaNT TG

 

 
6. NaNT 2H2O DSC-TG  

3.2 DBX-1  

DBX-1

(NaCMC)

(PVA) -20(Tween 20) 4

SEM

 

3.2.1  

7

 
7. DBX-1

SEM  

3.2.2 NaCMC  

NaCMC

8

 
8. DBX-1 NaCMC

SEM  

3.2.3 PVA  

PVA 9
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9. DBX-1 PVA

SEM  

3.2.4 Tween 20  

Tween 20

10

39±5 m  

 
10. DBX-1 Tween 20

SEM  

3.2.5  

11

83 10 m  

 
11. DBX-1

SEM  

3.3 DBX-1  

3.3.1 FTIR  

DBX-1 FTIR

12 1488 1471 1452

1423 1122 1097 833 669 653 cm-1

C=N C=C

Tr-NO2

1326 1548 cm-1 3550-

3000 cm-1 OH

DBX-1

[14-17]

FTIR DBX-1  

 
12. DBX-1 FTIR  

3.3.2  

DBX-1 [Cu2(NT)2, NT=CN5O2
-]

7.3 wt.%

(C) 42.5 wt.% (N) 11.5 wt.%

(O) 0.2 wt.% (H) 38.5 wt.%

(Cu) DBX-1 7.4 

wt.% C 43.4 wt.% N 9.9 wt.% O 39.3 wt.% 

Cu

DBX-1

FTIR  

3.3.3 DSC-TG  

DBX-1 DSC-

TG 13 DSC 322°C

DBX-1

TG

Fronabarger [18]

[16]

DSC-TG

DBX-1  
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13. DBX-1 DSC-TG  

 

NaNT 2H2O

SEM NMR FTIR EA

STA DSC-TGA

NaNT 2H2O CuCl DBX-1

NaCMC PVA Tween 20
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Tween 20
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DBX-1 FTIR EA STA 

DSC-TGA  
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An Improved Smoothing Method for Black Powder Closed 
Bomb Burning Rate Data Reduction 

Yu-Lin Fang1, Chao-Yu Hung2, Yi-Wei Chen3, and Chia-Chi Chao2* 

 1 Department of Aeronautics and Astronautics, ROC Air Force Academy 
2 Department of Mechanical Engineering, ROC Military Academy 

 3 Department of Applied Foreign Languages, ROC Air Force Institute of Technology 

ABSTRACT 

Closed bomb data reduction programs traditionally use a fixed method, which means that a 

smoothing interval of a fixed number of pressure points is chosen and used over the entire pressure 

range. This paper describes a variable smoothing method which was developed to compute closed bomb 

burning rates. For the variable smoothing method, the smoothing interval is gradually decreased as the 

pressure increase. The data can be smoothed to within one point of the slivering pressure without any 

inaccuracies resulting from using data in that region. The variable smoothing method was used for 

computing burning rates for black powder and was found to be preferable over the fixed smoothing 

method because accurate burning rates could be obtained to much higher pressures. Also in this paper, 

a smoothing routine with a second-degree polynomial fit is compared to a routine with a third-degree 

polynomial fit. The smoothing interval of the second-degree polynomial was smaller than that of the 

third-degree polynomial for a smooth pressure-time curve. 

Keywords: black powder, closed bomb, burning rate 
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Sample type r(cm/s) b (cm/s) n Peak pressure (atm) 

Goex 

15.9529 0.263 0.671 454 

14.2087 0.551 0.531 455 

16.2757 0.287 0.660 454 

16.4353 0.326 0.641 453 

Du Pont 

11.6373 0.561 0.493 469 
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10.0053 0.457 0.503 462 

7.2239 0.251 0.547 465 
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9.13311 0.328 0.542 463 

9.13198 0.345 0.533 467 
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 The Combustion of Black Powder in Closed Bomb  

Yu-Lin Fang1, Chao-Yu Hung2, Chun-Min Fang3, and Chia-Chi Chao2* 

 1 Department of Aeronautics and Astronautics, R. O. C. Air Force Academy 
2 Department of Mechanical Engineering, R. O. C. Military Academy 

 3 Department of Electro-Optical Engineering, National Taipei University of Technology 

 ABSTRACT  

Analyzing combustion of black powder in closed bomb is available for the design of new high 

altitude pyrotechnics, improving the performance of existing pyrotechnics, and solving problems in 

existing pyrotechnics. An analytical model for the closed chamber combustion process is set up for the 

derivation of explicit relationships for relative quickness and relative force in the future. The shaping of 

characteristic dP/dt-P curve for a high altitude pyrotechnics system is dependent upon several grain 

characteristics. Although, in the final design of a pyrotechnics system, all grain characteristics may act 

simultaneously to determine the ballistic performance of the pyrotechnics, it becomes convenient to 

categorize the independent effects of several grain characteristics on the dP/dt-P curve. The work shows 

that the physical structure of black powder breaks up during combustion. Combustion proceeds on 

fragment with a new surface to volume ratio. The size, shape, and number of fragments are determined 

by the corning property permitted to development granulation procedure. The density is decided by press 

operation. The instrinsic burning rate of black powder is very fast in relation to the rate of structural 

dissociation. Moisture, the insensitivity volatile used with black powder in the pyrotechnic charge does 

not interact with black powder to modify its burning behavior. 

Keywords: black powder, closed bomb, combustion 
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4.1  
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4.1.1  

SAMP 1

2

1 2

MIL-P-223C  

1. SAMP  

KNO3 75.07% 

S8 9.91% 

C 15.02% 

 1.9877g/cc 

 0.53% 

2. 0

     

KNO3 74.0±1.0% 74.0±2.0% 

S8 10.4±1.0% 10.4±1.5% 

C 15.6±1.0% 15.6±1.5% 

 1.72-1.80 g/cc 

 0.6%(Max) 

 0.8%(Max) 

4.1.2  

SAMP 3

4

:ASTM11 (2.0mm) 16

(1.18mm) 20 (0.85mm) 24

(0.710mm) 30 (0.60mm) 35

(0.50mm) 40 (0.425mm) 50
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(0.053mm)  

3. SAMP  

 SAMP 

11 45.6% 

20 40.8% 

24 9.6% 

30 1.6% 

35 1.6% 

4. 0  

     

16 3%  3%    

20   3%   

30 5%     

40  5%    

50   5%   

100    3%  

270    5%  
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Application of Big Data Analysis Combined with Time Series 
Prediction-Using Interval Improved Neural Networks 

Hsio-Yi Lin1 and Bin-Wei Hsu2* 

 1Department of Finance, Chien Hsin University of Science and Technology 
2Department of Business Administration, Chien Hsin University of Science and Technology  

ABSTRACT 
In the literatures, deep learning models such as backpropagation neural network (BPN) and long 

short-term memory (LSTM) are often used for time series prediction, and point estimation is used as 

prediction method. However, point estimation often causes the phenomenon of prediction accuracy to 

approach 0. This study proposed an interval-type LSTM model, and compared the prediction accuracy 

with traditional BPN and LSTM models. Taking the daily closing index of Taiwan's listed biotechnology 

and medical index after the outbreak of the new crown pneumonia as the target, the results show that 

the RMSE, MAPE and MAE of LSTM are all better than the BPN model. Interval-based LSTM has an 

accurate prediction rate of 100%, 99.33% and 94% respectively at the confidence level of 99%, 95% 

and 68% of the test sample index values, which can really improve the practicability of deep learning 

models in time series prediction. During the epidemic, if it was applied to the prediction of the number 

of confirmed cases in the national army, it would improve the effectiveness of the epidemic prevention 

and control strategies and measures, so as to provide the follow-up medical resources for the advance 

deployment of the national army. 
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An Expandable Modular Internet of Things (IoT)-Based 
Temperature Control Power Extender 

Che Jen Hsieh 1, Chun-Te Lee1*, Huan-Mei Chu2, and Wei-Chieh Liang 3  

1 Department of E-Sport Management, Cheng-Shiu University 
2Department of Mechanical Engineering, Cheng-Shiu University 
3Department of Business Administration, Cheng-Shiu University 

ABSTRACT 

Today, the world’s electricity consumption is growing rapidly, and therefore energy demand is also 
increasing. In the past few decades, various measures have been taken to improve equipment and 
system design to increase production and transmission efficiency and reduce power consumption. This 
article proposes a novel Internet of Things (IoT)-based temperature control power extender with two 
working modes of cooling and heating to solve power shortage. The power is turned on or off 
accurately and timely through the temperature sensing element, thereby avoiding unnecessary power 
consumption to achieve the purpose of energy-saving This work can directly power on or off the 
power extender through the Internet. It can also use a 2.4G Wi-Fi wireless transmission to transmit 
real-time temperature information, switch status and master-slave mode, etc. Related data can be 
controlled, collected, and uploaded to the cloud. Each proposed power extender's temperature setting 
in a large-scale field can be set uniformly, and no staffing is wasted to set the temperature separately. 
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Taking a general industrial electric fan as an example, if it is changed to this temperature control 
extension cable to drive, and assuming that the industrial electric fan is activated for 900 seconds per 
hour, its power-saving rate is 74.75%. 

Keywords: Energy Saving; Power Extender; Temperature Control; Internet of Things (IoT); Smart 
Home. 
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