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INTRODUCTION

Both military missions and civilian applications have led to numerous investigations
into using teams of collaborating unmanned aerial vehicles (UAVs) to accomplish a
complex mission with strongly coupled tasks ' *. Given a team goal, these vehicles
coordinate their activities to most efficiently and effectively accomplish an autonomous
mission. For years, teams of UAVshave been proposed for various military applications,
such as serving as wide area search munitions *; suppressing enemy air defense systems °

5-18
P71 Researchers

" and conducting intelligence, surveillance, and reconnaissance (ISR)
have also been suggesting UAV teams for civilian applications, such as tracking the shape
of a contaminant cloud (e.g., to identify radioactive material release into the atmosphere)
»_ monitoring biological threats to agriculture “, conducting disaster management and civil

security **, and conducting traffic surveillance for sparse road networks *.
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Most current ground stations allow for the upload of waypoints, and by using
autonomous controllers on the UAVs, these vehicles can fly a predetermined path without
the intervention of a pilot. In most cases, ground stations can determine the correct
smooth flight path between the waypoints based on the aircraft’ s specifications. Thus, no
additional flight planning 1s needed, only the ability to provide the ground station with
waypoints.
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Reduced reliance on human operators 1s the goal of autonomy. However, an
alternative/complementary goal of autonomy is to allow the human operator to  “work the
mission” rather than “work the system” ”. This statement means that autonomy must
support, not take over the decision-making. The Intelligent Tasker software was developed
to work alongside a ground stationto assist an operator in planning a complex mission
using multiple vehicles. The user interface and back-end Genetic Algorithm Optimizer
make planning and executing an optimized complex coordinated mission straightforward
and uncomplicated for the user. The user designs the mission, and the software determines
an optimized way to task the assets and provide the ground station with the waypoints
needed to direct the UAVs to accomplish the mission. The software allows for the
original tasking of multiple assets and then the retasking of assets in real-time if

“pop-up” points of interest arise or an asset is lost. This work has been applied to small
fixed-wing UAVs but can easily be applied to other types of aerial, terrestrial, or even
marine vehicles, as well as heterogeneous teams .
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MISSION SCENARIO

The mission example considered here 1s ISR. Conceivably, this mission could be to
provide 1intelligence for securing the surroundings of an Army base or other specific
area. This type of mission 1s also relevant for many civilian applications in which places
or points of interest need to be monitored, such as for border patrol or forest fire
detection. In this example, a three- plane scenario was chosen since the small
AeroVironment Raven RQ-11 UAV (pictured 1n Figure 1) 1s currently deployed 1n sets of

three *

The Raven 18 used by the U.S. Army, Air Force, Marine Corps, and Special
Operations Command. Additionally, foreign customers include; Australia, Estonia, Italy,
Denmark, Spain, and the Czech Republic. To date, more than 19,000 airframes have been
delivered to customers worldwide, making the Raven one of the most widely adopted
UAYV systems inthe world. Even though Ravens are widely fielded in sets of three, there
do not seem to be any examples in open literature specifically discussing the teaming of
Ravens to complete a mission. The 1deas in this article extend the usefulness of having
three assets teamed to do a coordinated mission without the necessity for adding additional

trained personnel.
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In this mission scenario, three planes are launched within minutes of each other (as
pictured in Figure 2), to return within minutes of each other. The scenario does not require
the fastest time to complete the mission but rather requires that the planes observe the area
as long as needed to complete the mission and spend the maximum time over the area of
interest (while not exceeding the battery life). In the scenario constructed for this exercise,
it was assumed that there 1s a set of points of interest (POISs),{p:, p2, ps, ***, pa}, chosen

from a map of the area of interest. These POIs would have priorities, {low, medium,
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high},assigned to them based on the threat that they may impose or the importance of the
site. The priority level dictates how manytimes during the mission the site will be visited.
Also, loiter times are chosen for the POIs that dictate the length of time the UAVshould
circle, observing the site during each visit.
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Figure 1: Raven RQ-11 Field Set.
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Figure 2: Soldier Launching Raven UAV.
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THE USER INTERFACE

The graphical user interface (GUID) allows a user to easily plan and execute a
complex coordinated mission with three UAVs and up to 10 POIs. To begin, an operator
chooses a set of POIs and a launch point. The user selects an area of interest from Bing
Hybrid Map Provider and indicates how many points of interest in the area are to be
visited. Clicking on the map then populates the latitude and longitude of the points and
allows the user to specify priority level and loiter time for each (as pictured in
Figure3). From the launch point, the maximum distance a UAV can fly and return within
its safe battery life 1s calculated. Pointsoutside an acceptable range will not be allowed to
remain 1n the list because doing so would result in a mission failure. Pointsclose together
(able to be observed at the same time) are clustered for efficiency.
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Figure 3: User Interface for Intelligent Tasker Software.
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SYSTEM DESIGN

The Intelligent Tasker 1s designed to work with various ground stations that have
autopilot capabilities (e.g., Ardupilot, APM Mission Planner, Corvid) (see Figure 4). The
1dea 1s to allow the ground station software to manage multiple autonomous vehicles to
complete a coordinated operation. As 1llustrated in Figure 4, the operator communicates to
the Intelligent Tasker to define the mission and runs the simulation to ensure the routes are
acceptable. Once the operator determines that thesuggested coordinated solution 1S
acceptable, then the plan 1s made available to the ground station. In the event that
retasking 18 necessary, the ground station will relay information back to the Intelligent
Tasker. This information will contain the UAV’ s current position, the points of interest
that have been visited, and each vehicle’ s remaining battery life.
St
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Figure 4: Intelligent Tasker as Part of the UAV System.
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Ground stations may have multiple channels to communicate with multiple vehicles.
In this case, the ground station will be given an ordered list of coordinates to visit for each
of the UAVSs. For a ground station with multiple channels, it 1s possible for one pilot to
handle all UAVs during the mission, as demonstrated in Darrah et al. [17]. If the ground
station only has onechannel to communicate with a UAV, then multiple instances of the
ground station may need to be running, one for each vehicle, and the Intelligent Tasker
will provide the ordered list of points to visit to the appropriate instances of the ground
station.
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The UAVs as part of this system only communicate with the ground station. The
UAVs are launched and put in a holding pattern over the launch site until the coordinated
tasking received from the Intelligent Tasker 1s uploaded from the ground station to each
UAV. To ensure vehicles do not collide, the planes are flown with a vertical
separation. When retasking takes place forthe purpose of either adding an additional point
of interest or continuing the mission after one asset has been lost, the UAVs are given the
command to again enter the holding pattern where they are located, send their position to
the ground station, communicate battery life remaining, and indicate waypoints they have
left to visit. The new plan will take into account all taskings that still need to be
completed, as well as the new positions of the vehicles.
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GENETIC ALGORITHM OPTIMIZER

A genetic algorithm (GA) 18 a search algorithm based on the mechanics of natural
selection and natural genetics ”. In our software, the GA Optimizer is used to look for the
optimal task assignment of UAVs during the mission. The GA Optimizer employees the
usual components of a GA, such as a fitness function developed for a particular scenario,

chromosomes that represent the solutions to the problem, crossover that 1s used to develop
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new solutions from existing solutions, mutationto ensure that the GA does not get struck in
a local optimum, and elitism to ensure the solution never degrades. These components
work together to quickly provide an optimized solution in the form of a task list for each
UAV. Other methods have been employed for the tasking problem ~ ’; however, the GA
has proven to be the most versatile and scalable type of solution. A fitness function can be
developed for individual mission scenario, and the solution space for each individual type
of problem can be encoded as a set of chromosomes. For complete details on how the GA
works, as well as various examples, see Darrahet al. " and Eun and Bang .
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FLIGHT TESTING

Testing of this technology was performed at the U.S. Army Research Laboratory
(ARL) Blossom Point Research Facility, near La Plata, MD. This 1,600-acre site offers a
UAV test area that is 2 miles long by Y2 mile wide. The facility is classified as a range
and as such 1s closed to the public. The location also maintains a runway and a
command-and-control area, which facilitates take-off and landing as well as UAV
observation during the experiments.
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During the flight demonstration phase, the three planes were launched one at a time
using manual control to take them to desired altitude and then switched to autonomous
mode, where they began to circle at their home loiter position. The team could not acquire

a set of Raven RQ-11 UAVs (which cost approximately $300,000) for testing, so planes of
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similar size, shape, and payload capability as the Raven were used. Three PROJET RQ-11
model airframes (pictured in Figure 5) were outfitted with the necessary radios, sensors,
and control computers to fly autonomously. For command-and-control functions, a
FreeWave MM2 900-MHz was installed in each aircraft as well as the ground control
station (GCS). Video was captured from each plane by a HackHD camera mounted inside
the fuselage with the lens flush with the airframe. Video was transmitted in real-timeto
the ground using a Stinger Pro 5.8-GHz transmitter. The video was received on the ground
via a YellowJacket Pro 5.8-GHz receiver integrated with the GCS. Each aircraft also had
a MediaTek GPS module integrated for position sensing.
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Figure 5: Model Planes Used as Surrogate for Raven RQ-11.
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The GCS employed for testing demonstrated consisted of a Futaba 9C remote

controller and a Linux-based laptop. The Futaba was used by the pilot to directly
command the UAVs during takeoff, landing, and any contingency operations.

Additionally, it acted as the main communication node between the planes and the ground,
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except for video. The Linux-based laptop wasused for telemetry monitoring, situational
awareness, and mission status observation. The Linux laptop communicated with the GA
laptop used to calculate new mission plans. Once the mission plan was determined by the
Intelligent Tasker, this plan was transmitted via Ethernet from the GA-based system laptop
to the Linux-based laptop for review, and then transmitted via WiF1 to the Futaba 9C
communications package for final transmittal to the in-flight UAV team.
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As the three planes were being launched, one of the Army personnel assembled to
observe the demonstration was chosento enter a set of POIs and associated priorities 1nto
the Intelligent Tasker, and an optimized coordinated mission was devised and
communicated to the ground station. Once all three planes were in autonomous mode
circling at the home loiter position, they were given their mission assignments from the
ground station. At this point, the UAVs all flew off in autonomous mode in different
directions to complete their part of the mission. After completion of their task list (visiting
specific POIs in a specified order), they returned to the home loiter position to await
further tasking or to be taken over and manually landed. The flights were observed on
monitors that were used to track the movements of the UAVs and also view the video
feeds that were being sent back from the UAVS onboard cameras. This monitoring
verified that the UAVs found the designated POls.
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CONCLUSIONS

Many complex military and civilian applications necessitate the use of teams of
unmanned assets to accomplish diverse tasks. The goal for using a team of assets should

be to allow the human operator to  “work the mission” and not have to be concerned
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about the details of how to choose an optimal way to accomplish all the tasks. This means
that intelligent algorithms and autonomy must support, not take over the decision-making.
The Intelligent Tasker user interface makes it easy for a single operator or small group of
operators to plan and execute a sophisticated mission with little effort. The GA Optimizer
finds an optimal way to assign tasks to assets. The Intelligent Tasker 1s an add-on, not a
replacement, to existing systems that uses existing autonomous controllers and ground
stations to allow a complex mission to be carried out by one operator or a few operators 1n
a supervisory capacity. This technology can provide a new way to maximize the use of
UAVs 1n the field and 1s flexible enough to be applied to many diverse mission scenarios
and types of assets (ground, aerial, terrestrial, or even marine vehicles, as well as
heterogeneous teams). It can also reduce the number of required trained personnel, thus
saving time, money, and possibly lives.
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