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摘要

　　在傳統上，都以兩段式的方法來設計可調分數延遲(VFD) IIR數位濾波器。在本文中，我們將提出一種一階段設計的新方法。目標誤差函數直接由可調頻率響應的均方根誤差函數以及維持穩定的限制函數所組成，以便這個可調頻率響應的均方根誤差在所設計的可調分數延遲(VFD) IIR濾波器穩定的情形下，能被最小化。以一個例子來展示所提出的方法之效能。 

關鍵字 : 可調分數延遲，IIR數位濾波器，一階段設計。

Abstract

 　 Conventionally, the two-stage method is used to design variable fractional-delay (VFD) IIR digital filters. In this paper, a new method of one-stage approach is proposed. The objective error function is constituted directly by the root-mean-squared error function of variable frequency response and the stability constrained function, so that the root-mean-squared error of variable frequency response can be minimized while the designed VFD IIR filter is stable. The example will be presented to demonstrate the effectiveness of the proposed method.

Keywords : variable fractional-delay (VFD), IIR digital filters, one-stage approach
1. Introduction

For the past decade, the design of variable fractional-delay (VFD) digital filters became an important branch of digital signal processing due to their wide applications in signal processing and communication systems, such as comb filter design, tunable modulator and sample-rate converter [1-5]. In 1988, Farrow proposed an effective structure [6] which is applied to implement VFD digital filters, and the related design has made a great progress since then. First, an excellent tutorial paper by Laakso etc. [7] is proposed, then several works are presented including FIR-based design [8-11], allpass-based design [12-15], and IIR-based design [16-21] with their respective features.

In this paper, we will focus on the design of VFD filters with the hybrid of IIR structure and Farrow structure. Conventionally, the two-stage method is generally used for the design of VFD IIR filters [16-21]. For example in [20], a set of fixed delay stable IIR filters are designed in the first stage, and then each of them are fitted as a 1-D polynomial in the second stage. In this paper, a one-stage approach is proposed in which the objective error function is formulated by combing directly the root-mean-squared error of variable frequency response and the stability constrained function, and the stability problem for VFD IIR filter design can be overcome. Moreover, the iterative weighted least-squares technique presented in [11] and [22] can also be applied so that the maximum absolute error of variable frequency response can be reduced as much as possible.

This paper is organized as follows. In Section 2, the problem is formulated. To design a stable VFD IIR filter, a constrained function has been incorporated into the objective error function. Then, an example has been presented in Section 3 to demonstrate the effectiveness of the proposed method. Finally, the conclusions are given in Section 4.
2. Problem Formulation
For designing a VFD filter, the desired response can be represented by
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where I is a prescribed integer delay, 
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. To approximate (1), the transfer function of the IIR digital filter is characterized by
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in which the filter coefficients 
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Hence, (2) becomes
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The frequency response of the designed VFD IIR filter can be represented by
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where the superscript T denotes a transpose operator,
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So, the approximation error function can be derived by 
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where 
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where
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Hence, (8) can be given in a quadratic form as
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To design a stable VFD IIR filter, the stability constraint in [20] is modified as
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and if 
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 small, such that the stability condition can be satisfied. For VFD IIR filter design, the constrained function is defined by
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Notice that,
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where
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Therefore, the objective error function for designing a VFD IIR filter can be given by
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where 
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 is a relative weighting constant which must be chosen large enough to ensure the stability of the designed system. The solution can be obtained by differentiating (18) with respect to x and settings the result to zero, which yields
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3. Design Examples
  To evaluate the performance of the filters designed by the proposed method, the normalized root-mean-squared error of variable frequency response,   the maximum absolute error of variable frequency response and the maximum absolute error of variable group-delay response are defined by
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respectively, where 
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 is the actual group-delay response of the designed filter. To compute (20), the frequency 
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, respectively. The simulations are executed on a notebook PC with Intel Core Due CPU T8300.

Example : This example deals with least-squares design of an 
[image: image62.wmf]14

a

N

=

, 
[image: image63.wmf]55

b

N

=

, M=5, 
[image: image64.wmf]0.9

p

wp

=

, I=27 VFD IIR filter. To show the effect of the relative weighting constant 
[image: image65.wmf]a
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 which is used in this example. Fig. 1(b) and (c) present the obtained magnitude response and the absolute error of variable frequency, while the delay response and the absolute error of  variable group-delay response are shown in Fig. 1(d) and (e), respectively. The errors for both the proposed method and Zhao-Kwan’s method [20] are the following:
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To illustrate the stability of the designed filter, Fig. 1(f) presents the maximum pole radius for 
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 accompanying with that of [20]. It can be observed that all poles for 
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 are inside the unit circle so the designed VFD IIR filter is stable.
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Fig. 1 Design of an 
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Fig. 1 (Continued).
4 Conclusions
  In this paper, a one-stage approach has been successfully used to design VFD IIR filters. By combing the root-mean-squared error function of variable frequency response and the proposed constrained function, the presented experiments show that the performance of the designed filters is satisfactory as well as the stability problem 
References:

[1] S. C. Pei and C. C. Tseng, “A comb filter design using fractional-sample delay,” IEEE Trans. Circuits Syst. I,  Analog Digit. Signal Process., vol. 45, no. 6, pp. 649-653, Jun. 1998.

[2] A. J. R. M. Coenen, “Fast sampled data interpolation for navigation software radio design,” Proc. Second International Symposium on Wireless Personal Multimedia Communications, Sep. 1999, pp.269-276.

[3] R. Sobot, S. Stapleton and M. Syrzycki, “Tunable continuous-time bandpass 
[image: image90.wmf]SD

 modulators with fractional delays,” IEEE Trans. Circuits Syst. I,  Reg. Papers, vol. 53, no. 2, pp. 264-273, Feb. 2006.

[4] K. J. Cho, J. S. Park, B. K. Kim, J. G. Chung and K. K. Parhi, “Design of a sample-rate converter from CD to DAT using fractional delay allpass filter,” IEEE Trans. Circuits Syst. II, Exp. Briefs, vol. 54, no. 1, pp. 19-23, Jan. 2007.

[5] H. M. Lehtonen, V. Välimäki and T. I. Laakso, “Canceling and selecting partials from musical tones using fractional-delay filters,” Computer Music Journal, vol. 32, no. 2, pp. 43-56, 2008.

[6] C. W. Farrow,  “A continuously variable digital delay element,” in  Proc. ISCAS, 1998, pp. 2641-2645.

[7] T. I. Laakso, V. Välimäki, M. Karjalainen and U. K. Laine, “Splitting the unit delay: Tools for fractional delay filter design,” IEEE Signal Process. Mag., vol. 13, no. 1, pp. 30-60, Jan. 1996.
[8] T. B. Deng, and Y. Lian, “Weighted-least-squares design of variable fractional-delay FIR filters using coefficient symmetry,’’ IEEE Trans. Signal Process., vol. 54, no. 8, pp. 3023-3038, Aug. 2006.

[9] T. B. Deng, “Symmetric structures for odd-order maximally flat and weighted-least-squares variable fractional-delay filters,’’ IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 54, no. 12, pp. 2718-2732, Dec. 2007.

[10] J. J. Shyu, S. C. Pei, C. H. Chan and Y.-D. Huang, “Minimax design of variable fractional-delay FIR digital filters by iterative weighted least-squares approach,’’ IEEE Signal Process. Lett., vol. 15, pp. 693-696, 2008.
[11] J. Selva, “An efficient structure for the design of variable fractional delay filters based on the windowing method,” IEEE Trans. Signal Process., vol. 56, no. 8, pp.3770-3775, Aug. 2008.

[12] C. C. Tseng, “Design of 1-D and 2-D variable fractional delay allpass filters using weighted least-squares method,“ IEEE Trans. Circuits Syst. I,  Fundam. Theory Appl., vol. 49, no. 10, pp. 1413-1422, Oct. 2002.
[13] J. Yli-Kaakinen and T. Saramäki, “An algorithm for the optimization of adjustable fractional-delay all-pass filters,’’ in Proc. IEEE ISCAS, 2004, pp. Ⅲ.153-Ⅲ.156.

[14] T. B. Deng, “Noniterative WLS design of allpass variable fractional-delay digital filters,’’ IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 53, no. 2, pp. 358-371, Feb. 2006.
[15] W. R. Lee, L. Caccetta and V. Rehbock, “Optimal design of  all-pass variable fractional-delay digital filters,’’ IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 55, no. 5, pp. 1248-1256, May 2008.
[16] M. Makundi, T. I. Laakso and V. Välimäki “Efficient tunable IIR and allpass filter structures,’’ Electronics Lett., vol. 37, no. 6, pp. 344-345, Mar. 2001.

[17] H. Zhao and H. K. Kwan, “Design of 1-D stable variable fractional delay IIR filters,’’ in Proceeding of 2005 International Symposium on Intelligent Signal Processing and Communication Systems, 2005, pp. 517-520.
[18] H. Zhao, H. K. Kwan, L. Wan and L. Nie, “Design of  1-D stable variable fractional delay IIR filters using finite impulse response fitting,” in Proceeding of International Conference on Communications, Circuits and Systems, 2006, pp. 201-205.

[19] H. K. Kwan and A. Jiang, “Design of IIR variable fractional delay digital filters,” in Proc. IEEE  ISCAS, 2007, pp. 2714-2717.

[20] H. Zhao and H. K. Kwan, “Design of 1-D stable variable fractional delay IIR filters,” IEEE Trans. Circuits Syst. II, Exp. Briefs, vol. 54, no. 1, pp. 86-90, Jan. 2007.
[21] K. M. Tsui, S. C. Chan and H. K. Kwan, “A new method for designing causal stable IIR variable fractional delay digital filters,” IEEE Trans. Circuits Syst. II, Exp. Briefs, vol. 54, no. 11, pp. 999-1003, Nov. 2007.
[22] C. Y. Chi and Y. T. Kou, “A new self-initiated optimum WLS approximation method for the design of linear phase FIR digital filters,” in Proc. IEEE  ISCAS, 1991, pp. 168-171.



































































































































































84
77

_1335904633.unknown

_1335905072.unknown

_1335905327.unknown

_1335905340.unknown

_1335905834.unknown

_1335905863.unknown

_1335905941.unknown

_1335905961.unknown

_1335905852.unknown

_1335905360.unknown

_1335905415.unknown

_1335905349.unknown

_1335905221.unknown

_1335905246.unknown

_1335905282.unknown

_1335905295.unknown

_1335905310.unknown

_1335905255.unknown

_1335905232.unknown

_1335905125.unknown

_1335905202.unknown

_1335905083.unknown

_1335904966.unknown

_1335905014.unknown

_1335905045.unknown

_1335905056.unknown

_1335905029.unknown

_1335904990.unknown

_1335905004.unknown

_1335904976.unknown

_1335904788.unknown

_1335904902.unknown

_1335904936.unknown

_1335904808.unknown

_1335904723.unknown

_1335904754.unknown

_1335904712.unknown

_1335771138.unknown

_1335904592.unknown

_1335904612.unknown

_1335904621.unknown

_1335904602.unknown

_1335771292.unknown

_1335904579.unknown

_1335771169.unknown

_1335771046.unknown

_1335771081.unknown

_1335771121.unknown

_1335771069.unknown

_1313432159.unknown

_1335770862.unknown

_1335771009.unknown

_1326046822.unknown

_1326051059.unknown

_1312008437.unknown

_1312008502.unknown

_1313432144.unknown

_1312008481.unknown

_1299692234.unknown

