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摘要

本篇論文在於整合田口實驗計劃法(Taguchi methods)與果蠅最佳演算法(Fruit Fly Optimization Algorithm)應用於強健控制器合成之最佳化研究，希望控制器合成能易於實現和工業界廣泛使用。文中以田口式實驗計劃法結合果蠅演算法來設計控制器，祈望能同時滿足系統多目標輸出時控制器最佳參數組合。田口實驗計劃法，是較近似於工程的方法(engineering approach)，又稱為穩健性設計(robust design)，所謂實驗計劃法，就是以較少的實驗組合，較低的成本與時間進行實驗，取得品質最佳化的境界，除了各因子的主效應外，乃在尋求各因子間交互作用對輸出響應的最佳化，或避免其對輸出響應的負面影響。果蠅搜尋食物是先由嗅覺尋找食物大概方向，再用視覺確定食物正確位置。因此按照此二步驟，發展出果蠅最佳化算法。本文以控制平台(benchmark problem)來評比各強健控制器，控制器設計過程中參數選取為例，利用本研究所提出之演算模式，分別找出該控制器參數的最佳組合，並驗證本演算模式的可行性，確實有效提升控制器研發效率和節省時間。
關鍵字: 田口實驗計劃法，果蠅最佳化算法，控制平台 
Abstract

A controller synthesis algorithm is developed in this paper. The algorithm employs the Fruit Fly Optimization Algorithm or Fly Optimization Algorithm (abbreviated as FOA) for parameter optimization and Taguchi methods for the planning of trails in applying the FOA. The resulting two-phase algorithm explores the orthogonal array in Taguchi methods to conduct a series of experiments so that key parameters pertaining to the control factors, noise factors, and quality factors can be determined. In the first phase, a matrix-type experiment is conducted to determine the configuration for parameter optimization. The second phase then applies parameter optimization method to determine the controller parameter that leads to robust performance. The combined two-phase approach is effective and efficient in controller synthesis. The proposed algorithm is applied to a control-design benchmark problem. The resulting design is shown to have a superior performance to other existing controllers.
Key Words: Taguchi methods, Fruit Fly Optimization Algorithm, benchmark problem

1.Introduction
The synthesis of controllers often relies on the search and tuning of a set of design parameters to achieve the desired level of stability, performance, and robustness. Traditionally, the controller architecture and the associated parameters are determined using classical control or, more recently developed, robust control techniques. In either case, the design process involves a great deal of trails-and-errors to meet all the design specifications. Moreover, the controller is often required to achieve robust performance in the sense that the performance is maintained in the presence of disturbances, uncertainties, and noises. These multiple objective design makes the controller synthesis extremely difficult. Recently, FOA have been proposed as an alternative in searching for the desired control parameters. Through a series of reproductions, crossovers, and mutations, FOA is capable of determining the global optimum in parameter search problems. As a result, several FOA-based schemes have been proposed to control system design. In a typical FOA-based control design or parameter search problem, the bounds on the permissible parameters are assumed to be available. The permissible interval is then coded in terms of a string of bits which represents a chromosome in the population. In use of governed stochastic optimizations, the solution can be improved from one generation to another and, accordingly, the desired parameter set can then be determined. One limitation of the FOA is obvious: the permissible region may not be a priori known. In practice, if the parameter interval is not determined properly, the resulting solution may be far from the desired. Another drawback of the FOA is related to the iteration speed. In many design problems, it may take a long computational time until acceptable solution appears. In this paper, a two-phase design approach is developed to account for the aforementioned issues that are likely to occur in a typical control design process. The algorithm utilizes the FOA to provide the function of the parameter search and optimization and explores the matrix-type experiment design in Taguchi method to screen out unsuitable parameter combination. In short, the algorithm involves two phases. In the first phase, a matrix-type experiment is conducted so that the key design parameters can be determined. The second phase then uses these key parameters to determine the optimal controller parameters. Typically, the key parameters include the search intervals of the controller parameters and other governing factors such as number of chromosomes or the probability of mutation. The first-phase task is to plan and coordinate the second-phase tasks so that the resulting design can be conducted in a more effective and robust way. Through a planned matrix-type experiment, key design parameters needed in the second-phase tasks can be determined in the first-phase. Consequently, the overall design can be conducted more effectively since the learning process in the second-phase can be speeded up. Moreover, the resulting design will achieve the desired robustness in the sense that the effects due to permissible disturbances and variations have been accounted for in the design. Many approaches have been applied to the celebrated benchmark control design problem [1-13]. The proposed algorithm is used to synthesis a robust performance controller for the benchmark problem. It is shown that the result controller yields a superior performance to others. 

The organization of paper is as follows. In Section 2, the two-phase algorithm is developed to combine the merits of matrix-type experiments in determining appropriate parameter interval and FOA for controller parameter optimization. The algorithm is applied to a benchmark problem to show its effectiveness in Section 3. The conclusion is given in Section 4.
2. Controller Synthesis Algorithm
A control design problem can generally be formulated as an optimization problem in which a set of parameters has to be determined such that the specifications imposed on time domain and frequency domain can be met. Moreover, the final design is required to satisfy the specifications both at the nominal operating condition and at the so-called worst-case condition upon which the system is subject to disturbances, noises, variations, and uncertainties. Designing such a robust-performance controller requires a great deal of design iteration and performance assessment until all design specifications are satisfied. Generally speaking, there are three factors that affect the resulting system performance, which are quality factors, noise factors, and control factors, respectively. Quality factors are those pertain to the system performance and robustness. Noise factors attempt to degrade the quality by injecting exogenous disturbances and incurring variations. Control factors are the parameters that the designer can bring to bear to ensure that the quality is maintained in the presence of noise factors.

A noise factor can cause the quality of the system to deviate from the targeted performance level and hence lead to quality loss. It is thus desired to assess the effect of noise factors on the resulting quality factors at the design stage so that potential detrimental combination of noise factors can be identified and accounted for in the design. Typical noise factors in control system design include model uncertainties due to neglected dynamics, parameter variations, or component degradations, exogenous disturbances, limitations on control effectors, sensor noises, and change of operating conditions.

A control factor, on the other hand, is up to the change of the designer to ensure a satisfactory quality. Depending on the control design paradigm used, the control factors manifest themselves in different forms. In PID control, the three control factors are the proportional gain, integral gain, and derivative gain. When robust control design methodology is adopted, the design formulations, weightings, and even optimization tools become the control factors. Likewise, in case FOA are employed in the design, the control factors may include the number of the number of populations, generation, and flying step size.  It is noted that the control factors are related to the tuning capability of the control system design method. With respect to a set of designated specifications, there may exist certain design methods or tuning parameters that are more effective in bringing the closed-loop system performance to the satisfactory level than others. 

In control system design problems, the system performance can be quantified in terms of many different measures which may include:

(1) time-domain quality: rise time, settling time, overshoot, damping ratio, etc. 

(2) frequency-domain quality: bandwidth, gain margin, phase margin, etc. 

(3) nominal-performance quality:
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-norm, disturbance rejection ratio, sensitivity, etc. 

(4)robust-stability quality:
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-norm, allowable parameter variations, etc.

(5) robust-performance quality:
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 value and so on.
Any quantitative characteristic that is a measure of system performance can be defined as a quality characteristic. In many design problems, several quality characteristics are desired. It is customary to define a weighted sum of these quality characteristics as a new performance measure. For example, let 
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 be qualities of interests, the total quality J can be defined as 


[image: image7.wmf]å

=

=

n

i

i

i

J

w

J

1




       (1)

where
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 is the weight on 
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Both the noise factors and control factors will affect the quality factors. Thus, it is desired to assess the sensitivities of quality factors against control/noise factors at the design stage so that the resulting design possesses robustness property. By definition, the sensitivity is the ratio between the variation on the system quality and the variation on the control/noise factor.  The sensitivity can be assessed through a series of trails or experiments by selecting a set of control/noise factors and computing the resulting quality characteristics. Depending on the design goal, one can define a figure of merit to characterize the sensitivity. Again, let 
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 be qualities that are evaluated at different combination of control and noise factors. The mean squares of the quality characteristics can be defined as the figure of merit in the design stage. This figure of merit as defined by
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will then serve as a performance index in characterizing the design methods and effectiveness of the design parameters. One can use another figure of merit sometimes called the signal-to-noise ratio
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where  
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as well to quantify the average quality while maintaining the resulting variances. 


Having identified the three attributes that affect the system quality and the sensitivity, a two-phase algorithm is proposed for controller synthesis. The algorithm is composed of two phases. In the first phase, noise, quality, and control factors are identified. A matrix-type experiment is conducted to determine key parameters of these factors. In this phase, the sensitivity of the control/noise factor is used as the guideline in determining the key parameters in control/noise factors that are most influential. In the second phase, the controller is synthesis using the factors determined in the first phase. The controller parameters are optimized using a FOA so that the quality of the system can be attained.  The details of the algorithm are described as follows.
Step 1. Identify noise factors, control factors, and quality factors:


A noise factor is defined as a factor that can cause response to deviate from the target performance and lead to quality loss. The main purpose of finding the noise factors is to decide the test conditions and to capture the impact of noise factors upon the quality. In contrast, the control factors are those parameters that can be specified freely by designers. The resulting quality factor is related to the acceptance of the resulting design. The first step in the design is to identify theses factors.
Step 2. Design and conduct the matrix-type experiment:

The matrix-type experiment is a set of trails that can be conducted to assess how the control factors and noise factors affect the system quality. To this end, a set of key parameters associated with the control and noise factors is selected. It is noted that these key parameters are related to the setting of the design method. For example, the control factors in FOA-based optimization are the number of step [14]:
Step 1. Set random initial fruit fly swarm location
InitX axis, InitY axis and InitZ axis.
Step 2. Give the random direction and distance for the search of food using osphresis by an individual fruit fly
Xi=X_axis+RandomValue

Yi=Y_axis+RandomValue
Zi=Z_axis+RandomValue.
Step 3. Since the food location cannot be known, the distance to the origin is thus estimated first (Dist), then the smell concentration judgment value (S) is calculated, and this value is the reciprocal of distance
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DistX+Y+Z

=


Si=1/Disti.
Step 4. Substitute smell concentration judgment value (S) into smell concentration judgment function (or called Fitness function) so as to find the smell concentration (Smelli) of the individual location of the fruit fly
Smelli=Function(Si).
Step 5. Find out the fruit fly with maximal smell concentration (finding the maximal value) among the fruit fly swarm
[bestSmell bestIndex]=max(Smell).

Step 6. Keep the best smell concentration value and x, y and z coordinate, and at this moment, the fruit fly swarm will use vision to fly towards that location
Smellbest=bestSmell

X_axis=X(bestIndex)
Y_axis=Y(bestIndex)

Z_axis=Z(bestIndex).
Step 7. Enter iterative optimization to repeat the implementation of steps 2–5, then judge if the smell concentration is superior to the previous iterative smell concentration, if so, implement step 6. 
The noise factors are related to the level of individual disturbance source or parameter variation.  The matrix-type experiment is to tabulate the control factors and noise factors in an orthogonal array as suggested in Taguchi method [15]. Such an arrangement is more effective than sequential search. In addition, the data analysis in determining the optimal combination becomes simpler. The choice of the orthogonal array depends on the number of factors, their levels, the convenience of changing the levels of any specific factor, and other practical considerations.
The number of experiments to be performed depends on the types of orthogonal arrays being chosen. The levels of the control/noise factors are altered while conducting one experiment to the next in accordance with the matrix plan. The procedure to conduct each experiment is summarized as follows.

1) Load the specified control and noise factor parameters according to the matrix-type experiment plan. 

2) Evaluate the resulting quality factors 
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Step 3. Determine the optimal configuration for controller synthesis:
Once the matrix-type experiments have been performed, the array includes all the signal-to-noise ratios that represent the effectiveness of each control/noise factor. The optimal configuration that corresponds to the more effective control and noise factors can then be selected and used for the following optimization task. 

Step 4. Determine the controller parameters:

This step utilizes the configuration obtained in the matrix-type experiment for further optimization. The controller parameters are then determined to yield the robust performance. 


The proposed algorithm is capable of screening out inappropriate configuration in the first phase so that the parameter optimization in the second phase can be more effectively conducted.
3. Application to the Benchmark Problem
In this section, the proposed two-phase design method is applied to a well-known control design benchmark problem that involves a two-mass system as depicted in Figure 1. The state space model of the open loop model is described by
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The outputs of interest include the displacement of mass 1
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, displacement of mass 2 
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, and the velocity difference between the two masses 
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. The measured output y is the displacement of mass 2 that is contaminated with noise 
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 is the noise. The nominal system has
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The purpose is to design a linear controller such that the position 
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 can be maintained at the desired position in the presence of disturbance and parameter variations. The requirements as given in [2] include

(1) For a unit impulse disturbance exerted on body 1 or body 2, the controlled output of the nominal system shall not exceed 0.1 after 15 time units, i.e., the settling time (
[image: image29.wmf]s
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) is required to be less than 15 sec.

(2) For the same disturbance the peak control level (
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) of the nominal system shall not exceed 1.

(3) The gain margin (GM) shall be 6 dB or greater and the phase margin (PM) shall be at least 30 deg.

(4) When 
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(5) The maximum variation for closed-loop stability 
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 shall be greater than 0.3, i.e., the closed-loop system shall be stable for simultaneous changes of 
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(6) There shall be reasonable high-frequency sensor noise rejection, performance robustness, and controller complexity.

The design involves multiple objectives that need to be satisfied simultaneously. 

The scoring system proposed in [16] is adopted as the objective function that is to be maximized in the design. The total quality
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is described by:


[image: image39.wmf][

]

[

]

lim(30)/5lim(6)/2

JPMGM

=-+-



[image: image40.wmf][

]

[

]

10max

lim(15)/3upperlim-(20log)/3

s

tu

+-+



[image: image41.wmf][

]

lim0.3)/0.05

m

p

+-



[image: image42.wmf][

]

10maxmin

lim(20log(/)12)/3

kk

+-



[image: image43.wmf]bonus

+

                             (5)

in which lim stands for the limitation operation between –2 and 2, upperlim limits the outcome below 2, and a bonus of 2 is assigned when all requirements are satisfied.  

The design is to determine a fixed order controller that yields a high score of the above quality. The control factor parameters in the design problem are tabulated in Table 1. The parameters include the number of hidden nodes, the interval of the weighting function, the number of populations, generation, and flying step size. Three levels are assigned to these parameters in constructing the orthogonal array. In contrast, the parameters related to the noise factors are the locations at which impulse disturbances are applied. Two such parameters are selected in the design. The control factors constitute the inner array and the noise factors become the outer array in the orthogonal array. With respect to each combination, the resulting quality is assessed.
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Table 1. Control factor parameters

	      
	Characteristics
	Level 1
	Level 2
	Level 3

	q1
	random initial fruit fly swarm location
	[-1,1]
	[-2,2]
	[-3,3]

	q2
	direction and distance for the search of food
	100
	500
	1000

	q3
	maximal smell concentration among the fruit fly swarm
	8
	16
	32

	q4
	Population
	50
	100
	150

	q5
	Fitness function
	0.32
	0.64
	0.96

	q6
	Keep the best smell concentration value
	0.03
	0.1
	0.3


where m and n are input vector dimension and output vector dimension, respectively.
Table 2 Noise factor parameters 

	levels

 noise factors
	characteristics
	Level 1
	Level 2

	δm1
	Impulse applied or not
	yes
	no

	δm2
	Impulse applied or not
	yes
	no


Table 3 Matrix-type experiment using orthogonal array

	No.
	q1
	q2
	q3
	q4
	q5
	q6
	δm1
1

2
	δm2
2

1
	η

	1
	1
	1
	1
	1
	1
	1
	5.686
	4.920
	35.047

	2
	1
	2
	2
	2
	2
	2
	 5.731
	 4.982 
	35.218

	3
	1
	3
	3
	3
	3
	3
	 5.129
	 5.091 
	34.358

	4
	2
	1
	1
	2
	2
	3
	 5.209 
	 5.108 
	34.522

	5
	2
	2
	2
	3
	3
	1
	 5.198
	 5.173 
	34.612

	6
	2
	3
	3
	1
	1
	2
	 5.376
	 5.276
	35.074

	7
	3
	1
	2
	1
	3
	2
	 5.394
	 5.288
	35.126

	8
	3
	2
	3
	2
	1
	3
	 5.935
	 5.854
	36.839

	9
	3
	3
	1
	3
	2
	1
	 5.431 
	 5.269
	35.157

	10
	1
	1
	3
	3
	2
	2
	 5.440 
	 5.300
	35.221

	11
	1
	2
	1
	1
	3
	3
	 5.319
	 5.254 
	34.948

	12
	1
	3
	2
	2
	1
	1
	 5.490
	 5.486
	35.579

	13
	2
	1
	2
	3
	1
	3
	 5.671 
	 5.432
	35.801

	14
	2
	2
	3
	1
	2
	1
	 5.702
	 5.545
	36.002

	15
	2
	3
	1
	2
	3
	2
	 5.854
	 5.681
	36.448

	16
	3
	1
	3
	2
	3
	1
	 6.021
	 5.975
	37.141

	17
	3
	2
	1
	3
	1
	2
	 6.106 
	 5.789 
	37.000

	18
	3
	3
	2
	1
	2
	3
	 5.791 
	 5.645
	36.312


The resulting matrix is tabulated in Table 3. Clearly, the No. 16 configuration yields the best signal-to-noise ratio. Such a configuration is selected in the optimization stage. The optimization is conducted using a matrix-type experiment based FOA. This results in the following fourth-order controller


[image: image44.wmf])

2369

.

8

665

.

5

)(

979

.

5

)(

980

.

6

(

)

005

.

2

491

.

1

)(

14

.

0

(

1

.

95

)

(

2

2

+

+

+

+

+

-

+

=

s

s

s

s

s

s

s

s

C









 (6a)


At the nominal value of
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. All of the numerical requirements of the benchmark problem are satisfied.

Figure 2 shows magnitude Bode plots of open-loop transfer function for different level of parameters 
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The procedure is also conducted to determine a second-order controller. This results in the following controller
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Table 4 Comparison of performance

	Design Requiremets

Reference
	PM(deg)

30
	GM(dB)6
	ts (sec)

15.0
	umax
1
	kmax(kmin

0.5(2.0
	Pm
0.30
	Meet

all ?
	Score

	In the paper Eq. (6a)
	35
	7.1
	14.8
	0.48
	0.43(2.9
	0.44
	Yes
	9.1

	In the paper Eq. (6b)
	30
	6.0
	14.6
	0.63
	0. 39(5.1
	0.45
	Yes
	7.5

	[1]
	35
	6.1
	14.5
	0.69
	0.44(2.6
	0.44
	Yes
	7.4

	[2]
	34
	6.1
	15.2
	0.57
	0.44(3.9
	0.45
	No
	6.4

	[3]
	24
	3.7
	29
	0.55
	0.23(∞
	0.34
	No
	0.2

	[4]
	27
	2.8
	14.0
	0.95
	0.57(2.5
	0.37
	No
	0.0

	[5]
	30
	4.1
	11
	1.35
	0.50(2.1
	0.29
	No
	-0.5

	[6a]
	23
	3.1
	14.2
	0.88
	0.51(3.6
	0.30
	No
	-0.6

	[7]
	25
	3.4
	28
	1.24
	0.21(2.6
	0.36
	No
	-1.7

	[8b],
[9b]
	25
	3.2
	32
	1.6
	0.48(2.0
	0.27
	No
	-6.2

	[10]
	60
	18
	9.0
	500
	0.27(7.7
	0.55
	No
	-8.0

	[11]
	19
	2.4
	22
	0.70
	0.68(1.5
	0.19
	No
	-8.5

	[12]
	31
	5.7
	5.0
	680
	0.11(1.9
	0.20
	No
	-16.8

	[16]
	11
	2.5
	5.0
	360
	0.80(1.3
	0.09
	No
	-19.1


Note: numbers violate requirements.
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Table 4 is the comparison the designed controllers with other existing controllers, which are designed using several different methods. It is clear that the designed controllers, both the fourth-order and second-order, satisfy all the design requirements. In terms of the scoring system, the fourth-order controller has a superior performance to other controllers.
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4. Conclusion
In this paper, a two-phase design approach for controller synthesis is proposed. The method combines the merits of Taguchi method in matrix-type experiment planning and FOA in parameter optimization. In the first phase, a set of trails is conducted to determine the appropriate configuration for the optimization. The second phase then attempts to determine the control parameters that result in robust performance. The method is applied to the benchmark problem and a robust performance controller is obtained.
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Figure 1  Two-mass-spring system with uncertain parameters

















































































































































































































































































































Figure 1 Two-mass-spring system
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