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摘要

基於以上數學理論來深入分析蒙哥馬利、高基底位元、加法鍊、二元法、指數摺疊、共同乘數法與符號編碼演算法，進一步加以改進現存的快速演算法或者設計出更加快速有效進階的模運算演算法儼然蔚為趨勢。模指數運算演算法設計分析在RSA公開金鑰密碼學應用與複雜度分析性數論研究上有相當重要的地位，其中針對RSA公開金鑰密碼系統加速軟體或硬體設計，基於數學理論（Number Theory）分析探討演算法中的運算複雜度，我們需要有效降低模指數運算乘法量。在RSA公開金鑰密碼系統中，我們用C = ME mod N來將訊息進行加密，並用M = CD mod N解密還原明文，其中(E, N)為公開金鑰，其中(D, N)為私密金鑰。經由數論研究分析，由於符號編碼與計點演算法可有效減少運算重複出現，利用這個優點，我們可有效的降低在模算術運算過程中的冗餘乘法運算量，進而減少了整體模運算演算法的計算複雜度，本文並將根據數論分析演算法計算複雜度深入探討說明。
關鍵字：RSA密碼系統、密碼演算法、數論分析研究、模乘運算、運算複雜度。
Abstract 
The modular exponentiation is a common operation for most cryptosystems, such as the RSA encryption scheme. For software or hardware design for RSA cryptosystem, one needs to reduce total number of modular multiplications. In RSA cryptosystem, the public key is (E, N), and the private key is (D, N). The key (E, N) is used to encrypt a message and the key (D, N) is used to decrypt a message. We use C = ME mod N to encrypt the message for each message block M and use M = CD mod N for each ciphertext block to decrypt the ciphertext. It is important for us to explore and improve fast modular multiplication algorithms such as the Montgomery reduction method, high-radix method, addition chains method, binary method, exponent-folding method, common-multiplicand multiplication and signed-digit recoding method to speed up modular operation. In this paper, I will describe a new method to put dots and complements methods together to speed up the operation of multiplication. I will also use number theoretical analyses detailed depict its computational complexity.
Keywords: RSA cryptosystem, cryptographic algorithm, number theory analysis, modular multiplication operation, computational complexity.
1. Introduction

The RSA cryptosystem has been considered more and more important in data security processing and transmission. The computation of large modular exponentiation is a time-consuming arithmetic operation used in cryptography. An efficient multiplication computation is very important and useful for many cryptosystems. Therefore, we need efficient modular multiplication algorithms such as the Montgomery reduction method, common-multiplicand multiplication, high-radix recoding, look-up table, addition chains, square-and-multiply, parallel exponent -folding, key-size-partitioning and signed- digit recoding methods [1-9].

 The rest of the paper is organized as follows. The modular multiplication methods are depicted in Section 2. In Section 3 introduces dots method [1] and analyzes its complexity. In Section 4 explains the complements methods [2]. The proposed method combining dots and complement methods and its complexity analyses will be described in Section 5. Some examples will be provided in each section to show these methods respectively. Finally, we briefly give the conclusions and future works in Section 6.
2. Modular Exponentiation
Modular exponentiation can be time consuming, and is often the dominant part of modern cryptographic algorithms for key exchange, electronic signature, and authentication. “Binary algorithm”is the basic method for fast modular multiplication and squaring. Algorithms including “high-radix recoding method”, “dot counting method”,“look-up table method”, “modular multiplication”,“modular squaring” and “modular inverse” have be investigated in many research papers [3-8]. 
In RSA cryptosystem, the public key is (E, N), and the private key is (D, N). The key (E, N) is used to encrypt a message and the key (D, N) is used to decrypt a message. The message is divided into a sequence of blocks, and is considered each block as an integer between 0 and N-1. We use C = ME mod N to encrypt the message for each message block M and use M = CD mod N for each ciphertext block to decrypt the ciphertext. Exponentiations are performed by repeated squaring and multiplication operations. A simple way to perform modular exponentiation is to repeat the modular squaring and modular multiplication operations from the least-significant bit of E. In this method, iterations are needed and modular multiplications are the fundamental operations during iterations [9-15].
3. Number Theory 
In fact, the multiplicand X and multiplier Y can be expressed in binary form as follows. 
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. It means there are u and v bits in X and Y respectively [15-20].

Multiplicand X and multiplier Y are recorded in two rows and keep abreast of right. Insert 2u-1 spaces and each space is expressed by a “ – ” between the two rows to represent the 2u-1 new positions as shown in figure 1. The row of new positions is defined by Q(new). The ith position, which is denoted Qi(new) is counted from right to left in Q(new) for i = 1, 2, …, 2u-1 [20].

Xu    Xu-1  Xu-2   … X2    X1        ( X
－ － － － －  … － － －   (Q (new)

Yv    Yv-1   Yv-2  … Y2      Y1        ( Y
Figure 1 Insert a row of spaces for computing product XY.

The Dots methods for multiplication can be described by using step 1 and step2.

Step 1 Dots determination process
First, we check each bit in the multiplicand X and multiplier Y. If there are k pairs of symmetric 1s from the row above and below Q(new), then place k dots above the “ – ” at Q(new). This process can be preceded for X and Y. Let us take an example and consider X = 11011 and Y = 1001. There are two pairs of 1s symmetric Q4(new): (X1, Y4) and (X4, Y1) as shown in Figure 2. Counting dots can be deduced as above process [18-20].

Step 2 Binary-restoring process
We assume a sequence S = SmSm-1 … S2S1, where Si is a nonnegative decimal integer. Binary-restoring S is a procedure of transforming the decimal number into the binary number in this sequence. For example, a sequence S “011022011” in decimal number can be obtained. By applying binary-restoring procedure, the binary representation of the product XY is 11110011 [19-25].
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Figure 2 Dots determination.

Let us take a sequence 341 and it means C3 = 3, C2 = 4, and C1 = 1. We assume the binary-restoring result of the sequence is the binary number (C5’C4’C3’C2’C1’)2. The following procedures are described for the binary-restoring method [20-26].
C1’ : (C1+0 ) /2=0…1 ( C1’ = 1,

C2’ : (C2 +0 ) /2=2…0 ( C2’ = 0,

C3’ : (C3+2 ) /2=2…1 ( C3’ = 1,

C4’ : (C4+2 ) /2=1…0 ( C4’ = 0,

C5’ : (C5+1 ) /2=0…1 ( C5’ = 1.

Then we get the binary-restoring result of the sequence is 10101 [22-25].

3.2 Complexity Analyses

The computational complexity of the Dots methods for multiplication will be analyzed as follows. We assume there are u bits in X and v bits in Y, where u > v. The multiplicand X and multiplier Y are expressed in binary form as follows [20-33].
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[image: image6.wmf]uv

³

. In average, the numbers of 1 are 
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 in Y. If we calculate the product of the numbers of 1 in XY, the worst case of the product is 
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But we let the 1’s positions of the multiplier Y form a LUT (Look Up Table) pre-computed [25-27], we could reduce the multiplications in the product of XY to become
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Figure 3 Computational result analysis for X*Y, where X = 10101011 and Y = 1011101.

3.3 Examples

Here we take an example to represent the dots method for multiplication. Find the product of X*Y, where X = 10101011 and Y = 1011101. Step 1 computes the dots on the pairs of symmetric 1s in X and Y. Binary-restoring procedure is determined in step 2. For the dots descriptions see figure 2. The result is shown as Figure 3 [27-33].

4. Complements Description

4.1 Mathematics Preliminaries 
There are two categories in the complements. One is 1’s complement and the other is 2’s complement. Here we discuss 1’s complement. Let W be an integer with the binary representation and there are r bits in W. W is indicated as 
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We define the symbol of the 1’s complement of W to be 
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= 0, for i = 1, 2, 3, …, r [29-33].

4.2 Examples

Now we take an example to describe the complement. Find the W = 101101, the 
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 = 1000000 – 101101 – 1 = 010010. It is the correct result [31-32].

5. Proposed Method

5.1 Method Description

The proposed fast binary multiplication method is proposed by using dots and complements techniques. Based on the definition shown in Section 4, we can transform the complements of X and Y into 
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and 
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 respectively. Then the original multiplication result of XY can be rewritten as follow [32-33]. 
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5.2 Complexity Analyses

One note is defined as following:

Ham (X) defines Hamming weight of X. It means the 1’s numbers in the binary form for X. For example: if X = (11111111)2, in the binary form, it means the Ham (X) = 8 [33].

There are u and v bits in X and Y respectively. Normally, four cases should be discussed for the product of XY. That is

Ham (X) > 
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Because the 1s position of the multiplier Y can be stored by Look Up Table (LUT) in advance, it shouldn’t be analyzed its complexity and the Ham (X) is considered as following two cases [30-33].

Case 1: Ham (X) > 
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There are nine items in (1). We only consider 
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 item and the other items are only considered shift position problem [8-9]. That is, other eight items are not considered for their complexity [8-9] because we can use LUT for
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. Then the multiplications for the product of XY are 
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, where u is the Hamming weight of X [30-33].

Case 2: Ham (X) < 
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Since the Hamming weight of X is smaller than 
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 and the 1s position of the multiplier Y can be stored by LUT in advance, the multiplications for the product XY are 
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5.3 Examples

Let us consider the product of X*Y, where X = 10101011 and Y = 11011101. Because the Ham (X) > 4 and Ham (Y) > 4, this example can be applied to the method of case 1. We find means 
[image: image55.wmf]X

 = 01010100 and 
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 = 00100010 [30-33]. 
The product of 
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 is only calculated. (01010100) * (00100010) = 101100101000. The answer can be preceded by using (1), and then the answer is obtained. The computational complexity for the product of X*Y is 3. The other example is taken for case 2. Let us compute the product of X*Y, where X = 110000 and Y = 100100. The product of X*Y can be obtained directly. The answer is 11011000000. The computational complexity for the product of X*Y is 2 [20-33].

6. Conclusions and Future Work
The modular exponentiation is a common operation for scrambling secret message and is used by RSA public-key cryptosystem and DSS digital signature. Modern cryptographic systems are based on modular exponentiation, wherein the operands are considerably large. In general, modular exponentiation arithmetic is implemented by using a chain of modular multiplications. Some methods of fast modular exponentiation have been proposed and applied to the above mentioned cryptosystems in past years [1-5]. 
Generally, modular exponentiation is implemented using a chain of modular multiplications. One way of improving the throughput of a cryptographic system implementation is reducing the number of the required modular multiplications. In fact, to reduce “multiplications” is very important in information security usages. In this paper, we will describe a new method to put dots and complements methods together to speed up the operation of multiplication [20-24].

Multiplications are fundamental and important operations in information security and public-key cryptosystems. In this paper, we present a novel computation method by combining dots and complements techniques in binary multiplications. The LUT scheme is used by this proposed method, which could efficiently reduce the numbers of the multiplications. Furthermore the proposed method can be easier implemented for the hardware. The dots methods can reduce the multiplications in the product of XY [31-32]. 
In this paper, we will describe a new method to speed up the operation of multiplication. The proposed method can efficiently reduce the multiplications in the product of XY by combining dots and complement methods. From the examples shown in this paper, we can easily show that the proposed binary multiplication method can thereby work very effectively by reducing the numbers of multiplication. In the future work, we will explore how to apply this proposed technique to fast evaluate modular exponentiation and division operations for cryptographic application [30-33].
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